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Statistical ensemble of complex systems

• Lets assume that we have N≫1 "identical" systems ( mice, people, etc.), each of which possesses a measurable attribute 

(variable) X. This  variable represents a complex property of the system such as the ability to recognize a face, the beneficial 

effect of a drug, etc. and therefore a measurement of X does not, in general, yield a yes or no (binary) result. 

• In order to describe this property we assume that X can take a large number (Mx≫1) of values in the range  [xmin, xmax]. 

• We perform an experiment in which we measure the property X for each of the systems and obtain a set of N results {xi}i=1...N. 

In order to generate a good statistical sample, the number of systems has  to be much larger than the number of possible x

values, i.e., N≫Mx. 

• We  construct a histogram of these results and obtain the  distribution P(x).    Consider the two simplest limiting cases:    

• (a) Flat distribution P(x)=const.                         (b) Peaked distribution (around x=a).    

• If the measured distribution is flat, we will conclude that X is not an interesting/relevant property of these systems and forget 

about it. However, if the distribution is peaked, we will conclude that we discovered an important (i.e., publishable) property 

of our systems.

• Both limits can be described by  e.g., a Gaussian distribution of width σ: 

P(x)=Aexp{-[(x-a)²)/(2σ²)]}



• Each of the systems is complex in the sense that it is not completely defined by the property X ( if it was not the case, 

observation of different values of x would imply that the systems are not even approximately identical) and that are a huge 

number א of hidden variables {Y, Z,W, …}  etc.,  such that N<<  In the following, we refer to all the  hidden variables as  .  א

Y.    The unknown variables Y can take My values where My>>N.

• In general, unless we are either lucky or have deep knowledge/intuition about the complex system, the variables X and Y

will not be statistically independent. 

• Each time we perform an experiment that measures a property X, we sample a particular subset {yi}i=1..N of all My possible 

values of Y. Some of these subsets will yield very broad distributions of X but it is only when a particular subset yields a 

peaked distribution,

Papparent(X) =P(X|{y}) =Aexp{-[x-a({y})]²/2σ²({y})}

that we conclude that the experiment yielded a significant (publishable) result. 

• The next time we perform an experiment on another group of "identical" individuals, we will sample another subset {y′} of 

the set of possible values of the unknown variable Y and will obtain different values a′ and σ′ which, in general, will no 

longer correspond to a narrow distribution. 



• Since we already decided that X is a "good" variable, we are no longer free to dismiss the new results and we will conclude that 

"the truth wears off" with time. The extent to which this happens will depend on the correlation between the measured X and the 

hidden Y variables: weak correlations will yield relatively robust results which will change only weakly in repeated studies. This 

would happen, for example, for logarithmic dependence of the width on Y. Strong correlations will lead to irreproducible results 

and loss of significance once the experiment is repeated (e.g., when the dependence of the width on Y is of power law or 

exponential type). 

• The use of control groups will not help to overcome this problem since such groups consist of similarly complex individuals and 

therefore introduce a baseline that may shift with time. 

• Although the time scale for the truth to wear off may be affected by the intrinsic dynamics of the system (e.g., due to mutations 

or environmental changes that affect the population), in many cases such changes are too slow to be observed and the relevant

time scale is the response time of the scientific community in question (the time it takes new results to be disseminated through 

publication and seminars, and the time it takes to design and carry out a new study) - usually, several years.



What about Physics of Complex Systems?

• In equilibrium statistical physics we  consider relatively simple fundamental elements for which the number of internal states 

is rather small (just 2 in the case of electron spin) and one can always generate a large enough ensemble of identical elements 

in order to obtain reliable statistics. It is only when one considers a large number of interacting elements that one observes 

complex phenomena such as phase transitions. 

• Question: Why is the thermodynamic state of  arbitrarily complex systems  completely characterized by a small number of 

thermodynamic variables such as number of particles, volume, pressure, temperature, etc. ? 

Answer: we use symmetries and conservation laws (conservation of mass, energy, momentum, electric charge, etc.) to

identify the thermodynamics variables and deduce the relationships between them, without getting into the largely unknown

microscopic details of the system under consideration (e.g., a steam engine).  

• No  prescription  for identifying the "good" variables  that capture the behavior of complex physical systems far from 

equilibrium. In some cases (e.g., hydrodynamics ), we are sufficiently familiar with the system studied, to be able to identify 

the slowly changing variables and represent the cumulative effect of all the other (fast) degrees of freedom as dissipation and 

random noise.  



Does truth wear off in Biophysics? 

Lets take a vote!


