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A (partially) imagined conversation

Biologist:  You physicists are so enamoured of simple 
models that you ignore the microscopic details.  
You are oversimplifying the mechanisms of life.
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A (partially) imagined conversation

Biologist:  You physicists are so enamoured of simple 
models that you ignore the microscopic details.  
You are oversimplifying the mechanisms of life.

We are so used to the success of simple models that we 
seldom think (any more) about why they work …

Physicist:  Don’t be offended (and don’t feel special).   
We also oversimplify physics.
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What does “real space” coarse-graining mean?

�̃i = f

0

@
X

j2Ni

�j

1

A

microscopic variable at site j
coarse-grained variable at site i

sum over neighborhood
surrounding site i

could be identity, or
restore normalization, or

majority rule to restore binary
…

How do we do this for neurons,
where locality isn’t much of a guide?

Try “neighbors” = maximally correlated pairs
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(less than <35 m separation) showed enhanced correlation, although 
the possibility that this was produced by mixing of optical signals 
from adjacent cells could not be excluded. In addition, we show that 
it is possible to record place-related activity in putative hippocampal 
interneurons and CA1 apical dendrites.

RESULTS
Combining two-photon microscopy and mouse virtual reality
Our apparatus (Fig. 1a,b) was designed around our previously 
described virtual reality system15. The limbs of a head-restrained 
mouse rested on a spherical treadmill12. A toroidal screen that sub-
tended a mouse’s visual field surrounded the treadmill and displayed 
a computer-generated image of a virtual environment15,16. Ball move-
ments recorded with an optical computer mouse provided information 
on running speed and direction and this was used by the computer 
program that implemented the virtual environment to update posi-
tion and view angle. As reported previously15, head-restrained mice 
were trained using operant conditioning to run back and forth along 
a 180 cm–long virtual linear track (Fig. 1c). The mice received water 
rewards at the ends of the track after successfully traversing the full 
track length; consecutive rewards at the same end were not available.

We designed and constructed a two-photon microscope that could fit 
within the geometric constraints of our virtual reality apparatus with-
out obstructing the mouse’s view of the display (Fig. 1a). The physical 
dimensions of the design were most severely constrained by the small 
distance (~13 cm) between the top of the headplate on the mouse’s head 
and the bottom of the reflecting mirror in the virtual reality projec-
tion path. In addition, we designed the microscope to be completely 
shielded from the bright light of the virtual reality projection display so 
that the smaller number of photons from the fluorescent probe could be 
detected by the photomultiplier tubes (PMTs) without contamination. 
We then implemented additional light-blocking measures at the laser 
input port and the hole for the microscope 
objective (see Online Methods; Fig. 1a,d,e) so 
that the amount of detected background light 
was less than ~5% of the baseline fluorescence 
level from labeled cells.

A window for chronic imaging of CA1 neurons in awake mice
The CA1 region of the hippocampus is more than a millimeter below 
the cortical surface and cannot be directly imaged using two-photon 
microscopy17. We carefully removed the overlying cortex by aspira-
tion (down to the external capsule) and replaced it with a metal can-
nula with a coverslip sealing one of the openings (see Online Methods, 
Fig. 1e). This created a chronic hippocampal window that allowed 
direct imaging of the hippocampus.

We used genetically encoded calcium indicators to optically record the 
activity of CA1 neurons. Hippocampal injections of adeno-associated 
virus AAV2/1-synapsin-1-GCaMP3 (a moderate, neuron-specific pro-
moter18 in a serotype with efficient gene delivery to neurons19) resulted 
in expression of GCaMP3 in a large population of CA1 neurons. Two-
photon imaging of the GCaMP3-expressing area at a shallow depth 
through the hippocampal window showed axons in the external capsule 
and alveus that appeared as a dense plexus of fibers running parallel to 
the hippocampal surface (Fig. 1f). Inspection of images from the stra-
tum pyramidale (~130−160 m below the external capsule) revealed the 
densely packed neurons of this cell body layer. We did not see voids of 
fluorescence indicative of unlabeled cells, suggesting that local labeling 
was nearly ubiquitous (Fig. 1f; note that GCaMP3 is excluded from the 
nucleus, which causes a ‘donut-like’ appearance of the cell bodies13). All 
pyramidal neuron cell bodies in the stratum pyramidale have a promi-
nent apical dendrite that projects ventrally into the stratum radiatum 
(deeper into the hippocampus). Imaging perpendicular to the long axis 
of these dendrites in the stratum radiatum showed their cross-sections 
as small dots (Fig. 1f; see Supplementary Movie 1 for a z-series through 
the labeled CA1 region).

Optical identification of CA1 place cells
We developed a timeline for the sequence of steps necessary to image 
hippocampal activity in mice trained to perform the spatial behavior  
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Figure 1 Experimental setup. (a) The 
experimental apparatus, consisting of a spherical 
treadmill, a virtual reality apparatus (projector, 
reflecting mirror (RM), angular amplification 
mirror (AAM), toroidal screen and optical 
computer mouse to record ball rotation) and 
a custom two-photon microscope (titanium:
sapphire laser (Ti:S), long-pass filter (LP), 
galvanometers (X-Y), scan lens (SL), mirror (M), 
tube lens (TL), dichroic mirror (DM), collection 
lens (CL), biconcave lens (L), bandpass filter 
(BP), focusing lens (FL), photomultiplier tube 
(PMT), sliding stage (used to move microscope 
for treadmill access), X-Y translation (moves 
treadmill and mouse), Z-translation (objective 
focus control) and rubber tube (shown in cross-
section, for light shielding)). (b) Photograph 
of experimental setup. (c) Top, view from one 
end of the virtual linear track. Bottom, top view 
of the linear track. (d) View of materials used 
to block background light from entering the 
microscope objective hole. Hippocampal imaging 
window can also be seen. (e) Detailed view of 
hippocampal imaging window (from boxed region 
in d). (f) In vivo two-photon images at different 
depths through the hippocampal window.

DA Dombeck, CD Harvey, L Tian, LL Looger, and DW Tank, Nat Neurosci 13:1433 (2010). 
L Meshulam, JL Gauthier, CD Brody, DW Tank, and WB, Neuron 96:1 (2017).
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treadmill, a virtual reality apparatus (projector, 
reflecting mirror (RM), angular amplification 
mirror (AAM), toroidal screen and optical 
computer mouse to record ball rotation) and 
a custom two-photon microscope (titanium:
sapphire laser (Ti:S), long-pass filter (LP), 
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(BP), focusing lens (FL), photomultiplier tube 
(PMT), sliding stage (used to move microscope 
for treadmill access), X-Y translation (moves 
treadmill and mouse), Z-translation (objective 
focus control) and rubber tube (shown in cross-
section, for light shielding)). (b) Photograph 
of experimental setup. (c) Top, view from one 
end of the virtual linear track. Bottom, top view 
of the linear track. (d) View of materials used 
to block background light from entering the 
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DA Dombeck, CD Harvey, L Tian, LL Looger, and DW Tank, Nat Neurosci 13:1433 (2010). 
L Meshulam, JL Gauthier, CD Brody, DW Tank, and WB, Neuron 96:1 (2017).



Simplest version

1.  Keep continuous signals
2.  Normalize so that mean nonzero signal = 1
3.  Add together signals from most correlated pair, then the next …
4.  Arrive at N/2 coarse-grained variables
5.  Iterate

Follow the distribution of 
individual coarse-grained variables

K = 2  of the original microscopic 
variables are grouped together 

after k stages of coarse-graining
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Correlations inside the clusters

(small excursion to blackboard)



Correlations inside the clusters

Cij = h�i�ji � h�iih�ji
Find the eigenvalues in 

clusters of different sizes 
(be careful about sampling problems!)cluster size 2K-1
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Larger clusters have 
slower dynamics …
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Thing to discuss, or worry about

We can do it all again in “momentum” space
Finite sample effects on eigenvalue spectra
Connection to place fields, biological function
New analysis, new artifacts

Some things suggested by the data

Self-similarity of correlation structures
Distributions of coarse-grained quantities approach fixed form
Connection to earlier discussions of criticality 
Dynamic scaling - network accesses a wide range of time scales





We can do this all again in “momentum” space …
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(pause for a reminder about momenta as eigenvectors of C)
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