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Meaningful 
Discrepancies:

• Missing Satellites Problem 
(e.g., Klypin et al. 1999; 
Moore et al. 1999; see 
Nierenberg+ 2016 at higher 
z) 

• Low densities of dwarf 
galaxies: core vs. cusp, and 
Too Big to Fail (e.g., Walker 
& Penarrubia 2011; Boylan-
Kolchin et al. 2011; 
Tollerud et al. 2014, 
Garisson-Kimmel et al. 
2014) 

• Shape of dark matter halo 
(e.g., Law & Majewski 
2010)

J.T.A de Jong; Diemand et al.

All RELY  IN ONE WAY OR ANOTHER ON TOTAL 
MILKY WAY MASS



• Total mass of the Milky Way is unknown 
to a factor of five!  

Recent estimates range from 0.55 - 2.62 x 
10^12 M_sun (e.g., Gibbons et al. 2014, 
Watkins et al. 2010; Bland-Hawthorn & 
Gerhard 2017). 

• Proper Motions are a major missing 
component in the effort to measure 
masses, mass profiles. 

• Orbits also provide the dynamical 
context for other observables, e.g., SFHs 
—>  origins.
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Gemini Large Program

Outline: HST versus AO techniques: 

• LMC --> Pal 5 —> Pyxis 

15 targets, 143 hr over 3 yrs

HST Treasury Program
30 dwarf galaxy targets, 164 orbits

Preparation for future telescopes

NK et al. 2015; Fritz, NK et al. 2016



Internal Motions in 
the LMC



Reference Frame

Geha et al. 2003; Piatek et al. 2008

No. 3, 2008 PROPER MOTIONS OF THE LMC AND SMC 1033

Figure 6. Locations on the sky in a tangent plane projection and CMDs of the 21 fields in the LMC superimposed on a map showing the distribution of young stars
from Zaritsky et al. (2004). North is up, east is to the left, and the figure is centered at (α, δ) = (5h18.m8,−68◦34′). Each field location is marked with a filled circle.
All of the CMDs have the same color and magnitude range, −1 < m606W − m814W < 2 and 26 > m606W > 14, respectively.

shows that Vrot increases with increasing Rplane. Some of the
largest values of Vrot are for L1, L11, and L16, which are in
the northern spiral arm. This suggests that the spiral arm has
a motion different from that of the rest of the disk, possibly
because of a warp in the disk plane or because it is a tidal tail.
However, other fields in the northern spiral arm, such as L4, L6,
and L18, have values of Vrot similar to those of the rest of the
disk.

Estimates of the rotation of the LMC using radial velocities
of carbon stars (K06a; van der Marel et al. 2002) and H i
(Kim et al. 1998; Olsen & Massey 2007) find Vrot increasing
approximately linearly with Rplane to a value of 60–80 km s−1

at a radius of about 275 arcmin (4.0 kpc) and roughly constant
beyond. Figure 8 shows a larger amplitude for the rotation. We
adopt a simple rotation curve that rises linearly to a radius of
275 arcmin and is constant beyond. Correcting the observed
proper motions of each field for perspective and rotation
produces an estimate of the proper motion of the center of

mass. The best estimates of the rotation curve and the center-
of-mass proper motion minimize the scatter of these estimates
around their weighted mean. We add an additional uncertainty
of 12.4 mas century−1 in quadrature to both components of the
measured proper motion of each field in order to produce a χ2

per degree of freedom of 1.0 for the best fit. The results for
the center-of-mass proper motion and amplitude of the rotation
curve at a radius of 275 arcmin are

µα,cm = 195.6 ± 3.6 mas century−1 (1)
µδ,cm = 43.5 ± 3.6 mas century−1 (2)

V275 = 120 ± 15 km s−1. (3)

These are our best estimates for these quantities. The uncer-
tainties are derived by increasing χ2 by 1.0 above the minimum
(e.g., Press et al. 1992) and so include the adopted additional un-
certainty. Estimating the uncertainties in the right ascension and
declination components of the mean proper motion from the
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Fig. 1.— The spatially variable component µ⃗obs,var of the observed LMC PM field. The

positions of 22 fields observed with HST are indicated by solid dots. The PM vector shown
for each field corresponds to the mean observed absolute PM of the stars in the given field,

minus the constant vector µ⃗0 shown in the inset on the bottom left. The vector µ⃗0 is our
best-fit for the PM of the LMC COM (see Table 1 and Paper I). PMs are depicted by a vector

that starts at the field location, with a size that indicates the mean predicted motion over

the next 7.2Myr. Clockwise motion is clearly evident. The uncertainty in each PM vector is
illustrated by an open box centered on the end of each PM vector, which depicts the region

±ξ∆µW by ±ξ∆µN . The constant ξ = 1.36 was chosen such that the box contains 68.3% of

the two-dimensional Gaussian probability distribution. High-accuracy fields (with long time

baselines, three epochs of data, and small error boxes) are shown in red, while low-accuracy

fields (with short time baselines, two epochs of data, and larger error boxes) are shown in
green. The figure shows an (RA,DEC) representation of the sky, with the horizontal and

vertical extent representing an equal number of degrees on the sky. The figure is centered

on the dynamical center (α0, δ0) of the LMC, as derived in the present paper (see Table 1).

van der Marel & NK (2014)



LMC Proper Motion Rotation Curve
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Fig. 6.— The LMC rotation curve inferred from the observed PM field as described in

Section 4.5. V is the rotation velocity in the disk at cylindrical radius R. The left and bottom
axes are expressed in angular and dimensionless units, respectively, as directly constrained

by the data. The right and top axes show the corresponding physical units, assuming an

LMC distance D0 = 50.1 kpc (m − M = 18.50). Green and red data points show the
results from individual HST fields with two and three epochs of data, respectively. Magenta

data points show the result of binning the two-epoch data points into R/D0 bins of size

0.018. The red and magenta data points are listed in Table 3. The black curve is the best-
fit parameterization of the form given by equation (2), with the surrounding black dashed

curves indicating the 1σ uncertainty.

van der Marel & NK (2014)
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Pyxis: HST (~2009) + Gemini AO (2015) Pyxis 

Halo globular cluster 
Dsun=39.4 kpc 
M V =-6.0  
[Fe/H]=-1.45 

Fritz, Linden, Zivick et al. 2017

The Proper Motion of Pyxis 3

TABLE 1
Summary of Imaging Data

Telescope+Camera Filter MJD ExpTime [s] Nobs Resolution Notes
days [s] ′′ pixel−1

HST+ACS/WFC F606W 55115.7 517 4 0.05
55115.7 50 1 0.05 Used to recover saturated stars

F814W 55115.7 557 4 0.05
55115.7 55 1 0.05 Used to recover saturated stars

Gemini-S + GeMS/GSAOI K ′ 57030.3 120 30 0.02 Obtained in 5 6-image sets.

Fig. 1.— Pyxis images: (left) 3-color image of the three high-resolution images used in this study (blue F606W , green F814W , red K ′);
(right) GMOS-S i-band image, the GSAOI field is indicated in red and the HST field in blue. The GMOS-S image was also obtained as
part of our Long Term Gemini program, but is not used for science in this paper.

(accurate astrometry of the NGS probes in Canopus is
derived before the loop is closed). Larger dithers of 5′′

were used between each group to cover the gap regions
between detectors and to improve the derived distortion
solution for the GeMS/GSAOI data. Offsets above 1′′ re-
quires to open tip- anisoplanatic loop, apply the large off-
set and re-do the astrometry of the NGS Canopus probes,
before the observations can be continued. The sky im-
ages were obtained between the groups.
We reduce the individual GSAOI frames in the stan-

dard way using domeflats, dead pixel masks, and sky
images. The sky is constructed from off-Pyxis images be-
cause the source density for on-Pyxis images is too high.
The data is also corrected for non-linearity and craters
caused by bright stars by setting the affected pixels to
values above the saturation limits. We construct noise
maps from the data and find these to be dominated by
sky noise.
The four chips of the GSAOI images are arranged in a

2×2 grid with average separations of 120 pixels in both
the x- and y- image dimensions. For the derivation of
the distortion corrections, we treat the four chips mostly
independently, see Section 4.2. For photometry and pixel
positions, however, there are insufficient stars in any indi-
vidual chip for the derivation of a point-spread-function
(PSF). Thus, we must combine the four chips into a single

frame for each exposure using the average chip separa-
tion. Our procedure assumes that the chips are perfectly
aligned, which is not exactly true, and we will evaluate
the impact of this misalignment in our PSF modeling
(Section 3.2.2).
Most of our analysis is performed on the individual

frames, but for some purposes, like source identification,
we use the higher signal-to-noise combined mosaic image
of the 30 individual science frames. The mosaic-ed com-
bined image is constructed using the package THELI15

(Erben et al. 2005; Schirmer 2013). Each multi-extension
science image is split into single arrays in order to process
all four arrays in parallel. All arrays are corrected from
non-linearity. The master flat is constructed using the
dome flats observed with the lamp on and lamp off. The
background is constructed using a two-pass background
modeling, which is the required approach for fields that
are not totally empty. Weight maps are created based
on normalized flats and modified individually to mask
cosmic rays and hot pixels. Astrometry and distortion
correction are done using the program ”Scamp” (Bertin
2006) called from THELI. The reference catalog is con-
structed from the HST F814W image. After the astrom-
etry and distortion correction are derived, the sky back-
ground subtraction is performed on individual images in

15 Available: https://www.astro.uni-bonn.de/theli/



AO Proper Motions:

Pyxis motions are easily 
discernible from Milky 
Way foreground

8 FRITZ et al.

unresolved binaries or galaxies. We use 2-d Sersic models
to determine the true photocenters of galaxies in both the
HST and AO imaging. We use a preliminary distortion
correction to refine the locations of the sources for match-
ing across catalogs and evaluate the impact of DCR. At
the conclusion of this process, we have measurements for
450 stellar sources and 52 galaxies.

4. DERIVING THE PROPER MOTION OF THE PYXIS
CLUSTER

We describe here how we derive the proper motion of
Pyxis using HST and GSAOI data. The first step in
this process is to identify Pyxis member stars from field
stars using preliminary proper motions and an isochrone
analysis (Section 4.1). Once membership has been de-
termined, we proceed to derive detailed corrections to
the astrometry and derive position uncertainties (Section
4.2). Then, we determine the relative proper motion for
the stellar sources, including a full evaluation of the as-
trometric reference frame (Section 4.3). We summarize
our error budget in Section 4.5 before deriving the final
motion in Section 4.6.

4.1. Pyxis Membership Determination

Our observations contain both Pyxis stars and unas-
sociated field stars. The latter are usually foreground
stars in the Galactic disk, because there are few stars
around the distance of Pyxis in the halo. The target star
selection is important; firstly, because only Pyxis stars
should be used for calculating the motion, and secondly,
the Pyxis stars are also the prime reference for the distor-
tion correction (Section 4.2). Our selection is an iterative
process using photometry and astrometry.
We start with photometry. We use the optical HST

photometry, because it has higher SNR for the rather
blue Pyxis stars. To select members we use the best fit-
ting isochrone to Pyxis from Dotter et al. (2011). We
obtain this isochrone from the Dartmouth stellar evolu-
tion database (Dotter et al. 2008) which was also used by
Dotter et al. (2011). We determine by hand which offset
needs to be added to the isochrone so that it matches the
observed Pyxis star sequence. Since the majority of the
blue stars are Pyxis members (see Figure 3), the details
do not matter much for Pyxis star selection. We obtain
offsets of 18.859 magnitudes in F606W and 18.525 mag-
nitudes in F814W . This procedure corrects for distance,
extinction and imperfect zeropoints. To select Pyxis
stars we shift the isochrone slightly. The shift (0.062
mag at bright magnitudes and more at the faint end, see
Figure 3) is chosen such that the box contains nearly all
stars in the Pyxis sequence.
We then use this first sample for the first run of the

distortion correction, which uses only Pyxis stars, see
Section 4.2. However, we do not use stars brighter than
mF814W = 20.7 in the first iteration because bright stars,
which are not Pyxis members, can bias the distortion
correction severely. In two iterations we then exclude
stars whose motions diverge by more then 4σ or 0.4 pixels
= 3.9 mas yr−1 from the Pyxis proper motion. That error
is dominated by K ′-band SNR, therefore it is a function
of K-band magnitude, see Figure 3. Four stars fainter
than the limit are excluded with this cut. Of the stars
brighter than this limit, three are clearly not members,
two are clearly members, and two are borderline cases.

Fig. 3.— Final selection of Pyxis stars, using photometry and
astrometry; stars need to fulfill both criteria to be identified as
Pyxis Members (blue dots), otherwise they are non-members (red
stars). Two are unclear (gray triangles). Top: Color magnitude
diagram. The range of color is restricted on the red side, to make
the plot in the Pyxis region clearer. The Pyxis isochrone (black) is
from the Dartmouth stellar evolution database using the determi-
nation by Dotter et al. (2011). The gray lines show the selection
box. Bottom: 2D proper motion/2D offset compared to the mean
Pyxis motion. The dashed green line shows the typical error as
a function of magnitude. The solid black line shows our selection
criterion, stars above it are excluded from the sample.

We include them in our primary sample but we also check
how the proper motion changes when we exclude them.
The primary sample consists of 210 Pyxis stars.
As another test of whether our motion is sensitive to

the Pyxis selection, we widen the selection box by a fac-
tor of three. That adds 18 stars, but 7 of them are astro-
metrically not Pyxis members. Thus, this variant only
includes 11 additional stars, all of which are faint. The
impact of including these stars is smaller than of using
the two bright stars, because these stars are of lower
weight in the motion due to their SNR.
Finally we calculate whether the selection of Pyxis

stars impacts the velocity of Pyxis. Therefore we repeat
the calculation in Section 4.4 for the different Pyxis star
samples. We obtain that the uncertainty in the selection
of Pyxis stars adds an error of 0.05 mas yr−1.
As reference objects we use galaxies, because due to

tip-tilt star constraints it is not possible to select a field
with a quasar. Also galaxies are less affected by resid-
ual distortion, because since we can use several of them,

Fritz, Linden, Zivick et al. 2017

Motions relative to Pyxis

Fritz et al. 2016 arXiv:1611.08598 
 



Origin of Pyxis: connected with 
Magellanic Clouds?

Hypothesis since discovery (Irwin et al. 1995), see also Palma et al. 2000



● Associated with MC’s? Unlikely! 
● Did it form in situ? Unlikely! 

● Average distance > = 60 kpc, low gas density even in mergers (Renaud et 
al. 2016) 

●Donated by an unknown galaxy that is fully disrupted today.  
●We derive Milky Way mass is larger than 0.95 x 10^12 M_sun

Fritz, Linden, Zivick et al. 2017

Origin of Pyxis



Conclusions

• Galaxy —-> Halo 

But thus far I just keep telling stories about the 
tracers…


