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III data release (DR12). The DR10 data set, comprised of obser-68

vations through June 2012, is already public (Ahn et al. 2013).69

We provide the DR10 large scale structure samples, including the70

masks, weights, and random catalogs needed for clustering anal-71

yses, through the SDSS-III Science Archive Server. To facilitate72

community comparisons to our results, in this paper we also present73

several of our key analyses for the DR10 subset of our data sample.74

Five companion papers present extensions to the methodol-75

ogy, testing, or data sets beyond those applied previously to the76

DR9 data:77

(i) Ross et al. (2013) split the DR10 CMASS sample into red78

and blue galaxies, showing that consistent cosmological measure-79

ments result from both data sets.80

(ii) Vargas-Magana et al. (2013) investigates the different pos-81

sible systematics in the anisotropic fitting methodologies, showing82

that we achieve unbiased results with fiducial fitting methodology.83

(iii) Manera et al. (2013b) describes the production of mock cat-84

alogues, used here to determine errors and test our analysis meth-85

ods.86

(iv) Percival et al. (2013) presents a method to propagate errors87

in the covariance matrices determined from the mocks through to88

errors on the final measurements.89

(v) Tojeiro et al. (2014) presents measurements made at z =90

0.32 from the low-redshift “LOWZ” BOSS sample of galaxies91

which we now include in our constraints.92

We also have produced a series of companion papers present-93

ing complementary cosmological measurements from the DR1094

and DR11 data:95

(i) Beutler et al. (2013) presents a fit to the CMASS power spec-96

trum monopole and quadrupole, measuring Redshift-Space Distor-97

tions (RSD).98

(ii) Samushia et al. (2013) fits the CMASS correlation function99

monopole and quadrupole, measuring Redshift-Space Distortions100

(RSD) using a streaming model.101

(iii) Chuang et al. (2013b) fits CMASS correlation function102

monopole and quadrupole using qausi-linear scales (e.g. above 50103

Mpc/h) to extract single-probe measurements. For LOWZ sample,104

they include smaller scales with Finger of God modeling.105

(iv) Sánchez et al. (2013b) fits CMASS correlation function106

wedges with a renormalised perturbation theory model.107

The layout of this paper is as follows. We introduce the data108

and the catalogue in the next section. The catalogue construction109

is similar to that described in Anderson et al. (2012) for DR9,110

and so we focus primarily on the differences and improvements in111

Section 3. We present the analysis methods for our isotropic and112

anisotropic measurements in Sections 4 and 5, respectively. We113

then present the isotropic results in Section 6 and the anisotropic114

results in Section 7. Our systematic error assessment and final dis-115

tance measurements are presented in Section 8 and these measure-116

ments are placed in a cosmological context in Section 9. We con-117

clude in Section 10.118

Throughout the paper we assume a fiducial ⇤CDM+GR, flat119

cosmological model with ⌦m = 0.274, h = 0.7, ⌦bh
2

= 0.0224,120

ns = 0.95 and �
8

= 0.8, matching that used in Anderson et al.121

(2012, 2013). Note that this model is different from the current122

best-fit cosmology; however these parameters allow us to translate123

angles and redshifts into distances and provide a reference against124

which we measure distances. The BAO measurement allows us to125

constrain changes in the distance scale relative to that predicted by126

this fiducial model.127

2 THE DATA128

2.1 SDSS-III BOSS129

We use data included in data releases 10 (DR10) and 11 (DR11)130

of the Sloan Digital Sky Survey (SDSS; York et al. 2000). To-131

gether, SDSS I, II (Abazajian et al. 2009), and III (Eisenstein et132

al. 2011) used a drift-scanning mosaic CCD camera (Gunn et al.133

1998) to image over one third of the sky (14 055 square degrees)134

in five photometric bandpasses (Fukugita et al. 1996; Smith et al.135

2002; Doi et al. 2010) to a limiting magnitude of r ' 22.5 us-136

ing the dedicated 2.5-m Sloan Telescope (Gunn et al. 2006) located137

at Apache Point Observatory in New Mexico. The imaging data138

were processed through a series of pipelines that perform astromet-139

ric calibration (Pier et al. 2003), photometric reduction (Lupton et140

al. 2001), and photometric calibration. All of the imaging was re-141

processed as part of SDSS Data Release 8 (Aihara et al. 2011).142

BOSS is designed to obtain spectra and redshifts for 1.35 mil-143

lion galaxies over an extragalactic footprint covering 10 000 square144

degrees. These galaxies are selected from the SDSS DR8 imaging145

and are being observed together with 160 000 quasars and approxi-146

mately 100 000 ancillary targets. The targets are assigned to tiles of147

diameter 3� using a tiling algorithm that is adaptive to the density148

of targets on the sky (Blanton et al. 2003). Spectra are obtained us-149

ing the double-armed BOSS spectrographs (Smee et al. 2013). Each150

observation is performed in a series of 900-second exposures, in-151

tegrating until a minimum signal-to-noise ratio is achieved for the152

faint galaxy targets. This ensures a homogeneous data set with a153

high redshift completeness of more than 97 per cent over the full154

survey footprint. Redshifts are extracted from the spectra using the155

methods described in Bolton et al. (2012). A summary of the sur-156

vey design appears in Eisenstein et al. (2011), and a full description157

is provided in Dawson et al. (2012).158

2.2 Galaxy Catalogues159

BOSS selects two classes of galaxies to be targeted for spec-160

troscopy using SDSS DR8 imaging. The ‘LOWZ’ algorithm is de-161

signed to select red galaxies at z < 0.45 from the SDSS DR8162
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Figure 2. Histograms of the galaxy number density as a function of redshift
for LOWZ (red) and CMASS (green) samples we analyse. We also display
the number density of the SDSS-II DR7 LRG sample in order to illustrate
the increase in sample size for BOSS at z < 0.43.
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Figure 9. The measured monopole and quadrupole of the BOSS galaxy
correlation function, split into two redshift shells. The dotted lines display
the mean of the MD-P samples with the same redshift selections.

sample properties than QPM (one of the biggest differences is the
treatment of the lightcone in PATCHY, see Kitaura et al. 2016 for full
details).10 The covariance between the s bins makes the statistical
match between the mean of the mocks and the measured clustering
better than might be guessed by eye. For the monopole and 0.2 < z <

0.5 it is 38 for the 32 measurement bins with 20 < s < 180 h−1 Mpc,
while for 0.5 < z < 0.75, it is 31 for the same range of scales. For
the quadrupole, it is 35 for 0.2 < z < 0.5 and 30 for 0.5 < z <

0.75. Allowing the mean of the mocks to be scaled by a constant
value, the χ2 decreases to 36 for the 0.2 < z < 0.5 monopole when
applying a factor of 0.98. No significant improvement is found for
the 0.5 < z < 0.75 monopole. For the quadrupole, the χ2 cannot
be significantly improved by applying any factor to the mean of the
0.2 < z < 0.5 mocks and is reduced to 27 when applying a factor
of 0.93 to the 0.5 < z < 0.75 mocks.

For the monopole, the clustering at large scales shows an apparent
excess, however it is of marginal statistical significance: for the 0.2
< z < 0.5 bin the χ2 is 20 for the 12 data points with s > 120 h−1 and
17 for the 20 points with s < 120 h−1, but for z > 0.5, the χ2/dof
is slightly smaller for s > 120 h−1 (10/12) than for s < 120 h−1

(22/20). While all of the data points are greater than the mean of
the mocks at large scales, the large degree of covariance between
the measurements makes this fact unremarkable. In Fourier space,
Beutler et al. (2016b) and Grieb et al. (2016) find no apparent excess
for k > 0.01h Mpc−1.

10 The QPM mocks are a good match.

6 ROBUSTNESS O F BAO MEASUREMENTS TO
O B S E RVAT I O NA L T R E AT M E N T

In this section, we measure the BAO scale for each of the BOSS
target samples, and test the robustness of the measurements to our
treatment of the selection function. We first test the effect of the
stellar density weights by simulating the stellar density systematic
in mock samples and then comparing the BAO results to those
without any simulation of the stellar density systematic. We then
test the BOSS BAO measurements by determining their dependence
on the application of the various weights and examining the results
we obtain for each Galactic hemisphere.

6.1 Tests on mocks

We test for the systematic impact the stellar density relationship has
on the measured BAO position by simulating the effect in mock
CMASS samples and thus determine an observational systematic
uncertainty on BOSS BAO measurements. We take the stellar den-
sity field observed by SDSS and assume the distribution of stars is
the same for each of the mocks. In order to simulate the systematic
effect of stellar density observed in the BOSS data, we also must
assign ifib2 magnitudes to each mock galaxy. We accomplish this
by taking the observed distribution of ifib2 magnitude as a function
of redshift and sampling from this for each mock galaxy redshift,
i.e. we estimate P(ifib2|z) based on the BOSS data and use this to
assign the ifib2 values to each mock galaxy. This allows us to anal-
yse the statistics of the distributions of BAO scale measurements
obtained from the following four cases that include different levels
of systematic contamination and correction.

(i) Fiducial mocks; BAO fits are presented for 200 of these, in
order to match the number used in case (ii).

(ii) Mocks that have been randomly subsampled in a manner
matching the observed stellar density systematic;11 the clustering
of these has the spurious large-scale power similar to the unweighted
data sample; BAO fits have been performed for 200 of these.

(iii) Mocks that first have the subsampling procedure applied in
case (ii) and then have stellar density weights calculated and used
for their clustering; the stellar density systematic is thus removed,
but the weights are calculated on a per-mock basis; BAO fits have
been performed for 600 of these.

(iv) Mocks that have been uniformly subsampled by 4 per cent to
have the same number density as those subsampled according to the
stellar density systematic; these are a more-fair comparison to cases
(ii) and (iii) than the fiducial mocks: BAO fits have been performed
for 600 of these.

Cases (iii) and (iv) are the most realistic and will be used to
determine any additional scatter from the weighting process. We
therefore concentrate on performing fits for these tests, while for
other tests we simply perform a number sufficient to detect any
significant issues.

We use the QPM CMASS NGC mocks and for all tests we use
the ξ 0, 2 covariance matrix determined from 1000 realizations of the
fiducial case (i). For these, we have assumed the same cosmology
as used to construct the QPM mocks (given in Table 1) both when
measuring ξ 0, 2 and in the BAO template. These choices match

11 E.g. if the density is expected to be 0.95 that of the nominal density,
each mock galaxy is tested and kept in the sample if a randomly generated
number between 0 and 1 is less than 0.95.

MNRAS 464, 1168–1191 (2017)
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⚫ LARGE-scale galaxy clustering  

  - BAO : ~ 1% distance 

  - RSD : ~ 7% growth of LSS 
Alam+(2017)

⚫  How was the analysis validated?  

 → extensively tested against mocks 

which assumes a gal-halo connection



Let’s ask ourselves & you
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• Are Massive Galaxies simple enough? 

• Do we even understand the galaxy-halo connection  

for massive galaxies at the statistical level of BOSS? 

→ highly relevant to both cosmology & galaxy evolution 

• Stellar Mass, M* is probably the most relevant quantity 
→ let’s look at M* & its completeness for CMASS



CMASS-Halo Studies

Paper Model Statistics sample/
completeness comments

White+(2011) HOD Wp
full/ 

down-sampling
Guo+(2014) HOD Wp red subsample

Reid+(2014) HOD Wp + ξl
full/ 

down-sampling
Guo+(2015) HOD Wp + ξl red subsample Zheng’s talk

More+(2015) HOD Wp + ΔΣ M*-limited 
subsample cosmology

Rodriguez-
Torres+(2016) SHAM ξl full/ SDSS SMF BigMDPL

SS+(2016) SHAM Wp, ξl full/ S82 SMF MDR1

Leauthaud+(2017) - ΔΣ full comparison

＊incomplete list



www.massivegalaxies.com

Bundy, Leauthaud, SS+ (2015)

Stripe 82 Massive Galaxy Catalog (S82MGC)
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- SDSS photometry is shallow! 

- SDSS Co-Adds photometry (~2mag deeper) over 139.4 deg2


- Combined w/ UKIDSS NIR bands → more robust M* estimates 

      → 0.1-0.2dex offset in a redshift-dependent way

galaxies about 0.3 dex more massive compared to the S82-MGC

estimates than those at z ∼ 0. This trend flattens somewhat at
z 0.4, but appears to continue when plotted as a function of
observed magnitude (Figure 17, left panel) suggesting a

discrepancy in the overall normalization of the luminosity.
Understanding this discrepancy will be the subject of future
work, but the lack of systematic trends as a function of M* or
b1000 is nonetheless encouraging.

Figure 14. Comparison of public BOSS M* estimates from Maraston et al. (2013) and Chen et al. (2012) to those presented here (and labeled “near-IR”). Every panel
plots the difference in Mlog * against near-IR M* in the left column, and against redshift in the right column. The 3σ-clipped averages (light gray circles) and 1σ
standard deviation (gold lines) of the difference distributions are over-plotted. Shaded contours with levels separated by 0.3 dex increases in data density are displayed.
The comparison is restricted to M Mlog 11.2* >: for the right-hand panels. Overall normalization differences at the 0.1 dex level are expected. Of greater importance
are possible systematic trends that may confuse evolutionary interpretations. Differences in M* estimates display little or no systematic trends with M*, but biases,
likely resulting from a number of factors, are more apparent as a function of redshift. See text for discussion.

16

The Astrophysical Journal Supplement Series, 221:15 (21pp), 2015 November Bundy et al.
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Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from s82-mcg (139.4 deg2) and the SMF measured using only
CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown. Red, blue, and
green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan triangles show
one wide redshift bin from the COSMOS survey (1.64 deg2). Our best-fitting double Schechter function for total SMF (see Section 6.1
later) is shown as a solid black curve. (Right) SMFs as a function of redshift measured using only the CMASS sample. As a reference, we
also show the total SMF from the s82-mgc at 0.43 < z < 0.70 and log10(M∗/M⊙) > 10.5. Note that the s82-mgc is complete to roughly
log10(M∗/M⊙) > 11.2. As shown in Leauthaud et al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses
and in a relatively narrow redshift range.

we find a difference in the real-space correlation function
at fixed number density, n ≃ 1.58×10−4(h/Mpc)3, at the
1 - 2 % level at large scales. The largest differences (at
the level of 5%) are seen at the 1-halo to 2-halo regime at
r ! 1Mpc/h (see Appendix. A). This level of evolution
is below our measurement errors but these effects will
need to be taken into account in future work, especially
when the S/N of the measurements increases (currently
we are using DR10 measurements).
We also perform two tests concerning the impact of the

resolution of MDR1 on our results. First, we test if the
subhalo catalog resolves the mass scale required for our
abundance matching. Based on White et al. (2011) and
R14, we estimate that abundance matching for CMASS
will require subhalos with Vpeak ≥ 200 km/s. Our tests
demonstrate that MDR1 resolves halos down toVpeak ∼
150 km/s.
Second, we examine the impact of resolution effects on

the radial profiles of subhalos. Our estimates suggest
that subhalo radial profiles become incomplete at 0.1-
0.7Mpc/h (and depend on the ratio between the peak
velocity of hosts and subhalos). The smallest scale in
our wp measurement is ≈ 0.2Mpc/h and is close to this
incompleteness limit. The impact of resolution on our
results is at least partly counteracted by the boost to the
errors of our measured wp by systematic fiber-collision
correction uncertainties on these scales. We conclude
that the resolution of MDR1 is likely sufficient for our
purpose, but that recently-completed higher resolution
simulations such as Skillman et al. (2014) or Ishiyama
et al. (2014) would be preferable and will be adopted in
subsequent work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts

for stellar mass completeness of CMASS. This section
explains the details of our methodology. In this paper
we only explore models that reproduce the projected two-
point correlation function of the full CMASS sample over
the redshift range of 0.43 < z < 0.7. In future work we
will explore how well our models match the clustering
of sub-samples (e.g., dividing CMASS by color and red-
shift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the SHAM framework for

connecting galaxies and dark matter halos (see Section
5.2). Within the context of SHAM, we will then explore
two broad classes of models that relate galaxy color to
halo properties. The first model that we explore is a
“stochastic model” in which at fixed stellar mass, galaxy
color in high mass halos in simply a random process that
does not correlate with halo properties. We will refer
to this model as the “AbM” model. After abundance
matching our mock catalog, we tag CMASS galaxies by
randomly down-sampling the full mock galaxy catalog in
such a way that the mock CMASS SMFs reproduce the
ones measured in Section 3.3. The down-sampling pro-
cedure is described in Section 5.4. Unless an additional
correlation between this CMASS flag and halo properties
is explicitly introduced, this procedure makes the implicit
assumption that at fixed stellar mass, CMASS galaxies
are a random sample of the overall population. However,
Leauthaud et al. (in prep) show that at fixed stellar
mass, CMASS is not a random sample of the overall pop-
ulation in terms of galaxy color. Hence, the abundance
matched catalog that we obtain after the down-sampling
procedure will only correctly represent the true relation

✦ S82-MGC: best constrain high-mass end,                                    

　　　　        complete at                               

 ✦ CMASS ≠ Constant Mass!! redshift-dependent M* completeness

S82MGC SMF
SS, Leauthaud+ (2016)
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All galaxies CMASS z-dependenceStellar mass completeness of BOSS 4029

Figure 7. Total SMF derived using zbest for 0.43 < z < 0.7. Diamonds show
the SMFs from PRIMUS in three redshift bins from z = 0.4 to z = 0.8.
Our Stripe 82 sample tightly constrains the high-mass end of the SMF
(log10(M∗/M⊙) > 11.5) while PRIMUS constrains the low-mass end. The
Stripe 82 sample is mass complete to log10(M∗/M⊙) = 11.2 at z = 0.7. A
qualitative comparison of the SMFs at log10(M∗/M⊙) > 11.3 is suggestive
of a ∼0.1 dex offset between PRIMUS and the S82-MGC. We have performed
tests to check that our completeness estimates are robust to ∼0.1 dex offsets
between PRIMUS and the S82-MGC.

the SMF are dominated by systematic errors in the determination
of stellar mass estimates. The task of quantifying and providing
systematic uncertainties is deferred to Paper III.

6 STELLAR MASS C OMPLETENESS O F BOSS
SAMPLES

6.1 Stellar mass completeness of CMASS

With the total SMF now in hand, we derive the stellar mass com-
pleteness for the LSS_CMASS sample. Completeness is estimated
by comparing the total number of LSS_CMASS galaxies in a given
redshift and stellar mass bin to that derived from the total SMF.
For the total SMF, we use the three redshift bins z2, z3, and z4.
Fig. 9 presents our total SMF compared to target CMASS galaxies,
fibre-collided galaxies, CMASS galaxies from the LSS catalogue,
and Legacy objects, in our three fiducial redshift bins.

We further subdivide each of these redshift bins into two roughly
equal volume bins to compute the completeness of CMASS in a
total of six redshift bins. The CMASS SMFs for each of these six
redshift bins are shown in Fig. 10. If the number of LSS_CMASS
galaxies fluctuates above the prediction based on the total SMF, the
completeness is simply set to unity. The results are presented in
Fig. 11 and the completeness values are given in Table 2.

For convenience, we also fit the completeness with the following
functional form:

c = f

2

[
1 + erf

(
log10(M∗/M1)

σ

)]
, (17)

with free parameters f, σ , and M1. The results are shown on the
right-hand side of Fig. 11 and the values of the fitted parameters
are given in Table 3. Convenient files containing our completeness
estimates can be found at www.massivegalaxies.com.

Figure 8. Total SMF in four redshift bins from z = 0.15 to z = 0.7. To construct the total SMF, we combine data from the PRIMUS survey at log10(M∗/M⊙) <

11.3 with data from the S82-MGC at log10(M∗/M⊙) > 11.3. Solid lines indicate our fit to the total SMF and dotted lines show the total SMF deconvolved for
the effects of scatter introduced by photometric redshifts. Because a large fraction of galaxies at the high-mass end have a spectroscopic redshift (>80 per cent
at the high-mass end), the inclusion of galaxies with photometric redshifts has a negligible impact on the SMF. Furthermore, we have tested that a shift in the
PRIMUS data points of ±0.1 dex only has a marginal impact on our determination of the total SMF.

MNRAS 457, 4021–4037 (2016)

 at M
PI Study of Societies on June 7, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 



6 Saito et al.

Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from s82-mcg (139.4 deg2) and the SMF measured using only
CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown. Red, blue, and
green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan triangles show
one wide redshift bin from the COSMOS survey (1.64 deg2). Our best-fitting double Schechter function for total SMF (see Section 6.1
later) is shown as a solid black curve. (Right) SMFs as a function of redshift measured using only the CMASS sample. As a reference, we
also show the total SMF from the s82-mgc at 0.43 < z < 0.70 and log10(M∗/M⊙) > 10.5. Note that the s82-mgc is complete to roughly
log10(M∗/M⊙) > 11.2. As shown in Leauthaud et al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses
and in a relatively narrow redshift range.

we find a difference in the real-space correlation function
at fixed number density, n ≃ 1.58×10−4(h/Mpc)3, at the
1 - 2 % level at large scales. The largest differences (at
the level of 5%) are seen at the 1-halo to 2-halo regime at
r ! 1Mpc/h (see Appendix. A). This level of evolution
is below our measurement errors but these effects will
need to be taken into account in future work, especially
when the S/N of the measurements increases (currently
we are using DR10 measurements).
We also perform two tests concerning the impact of the

resolution of MDR1 on our results. First, we test if the
subhalo catalog resolves the mass scale required for our
abundance matching. Based on White et al. (2011) and
R14, we estimate that abundance matching for CMASS
will require subhalos with Vpeak ≥ 200 km/s. Our tests
demonstrate that MDR1 resolves halos down toVpeak ∼
150 km/s.
Second, we examine the impact of resolution effects on

the radial profiles of subhalos. Our estimates suggest
that subhalo radial profiles become incomplete at 0.1-
0.7Mpc/h (and depend on the ratio between the peak
velocity of hosts and subhalos). The smallest scale in
our wp measurement is ≈ 0.2Mpc/h and is close to this
incompleteness limit. The impact of resolution on our
results is at least partly counteracted by the boost to the
errors of our measured wp by systematic fiber-collision
correction uncertainties on these scales. We conclude
that the resolution of MDR1 is likely sufficient for our
purpose, but that recently-completed higher resolution
simulations such as Skillman et al. (2014) or Ishiyama
et al. (2014) would be preferable and will be adopted in
subsequent work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts

for stellar mass completeness of CMASS. This section
explains the details of our methodology. In this paper
we only explore models that reproduce the projected two-
point correlation function of the full CMASS sample over
the redshift range of 0.43 < z < 0.7. In future work we
will explore how well our models match the clustering
of sub-samples (e.g., dividing CMASS by color and red-
shift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the SHAM framework for

connecting galaxies and dark matter halos (see Section
5.2). Within the context of SHAM, we will then explore
two broad classes of models that relate galaxy color to
halo properties. The first model that we explore is a
“stochastic model” in which at fixed stellar mass, galaxy
color in high mass halos in simply a random process that
does not correlate with halo properties. We will refer
to this model as the “AbM” model. After abundance
matching our mock catalog, we tag CMASS galaxies by
randomly down-sampling the full mock galaxy catalog in
such a way that the mock CMASS SMFs reproduce the
ones measured in Section 3.3. The down-sampling pro-
cedure is described in Section 5.4. Unless an additional
correlation between this CMASS flag and halo properties
is explicitly introduced, this procedure makes the implicit
assumption that at fixed stellar mass, CMASS galaxies
are a random sample of the overall population. However,
Leauthaud et al. (in prep) show that at fixed stellar
mass, CMASS is not a random sample of the overall pop-
ulation in terms of galaxy color. Hence, the abundance
matched catalog that we obtain after the down-sampling
procedure will only correctly represent the true relation

✦ S82-MGC: best constrain high-mass end,                                    

　　　　        complete at                               
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Figure 7. Total SMF derived using zbest for 0.43 < z < 0.7. Diamonds show
the SMFs from PRIMUS in three redshift bins from z = 0.4 to z = 0.8.
Our Stripe 82 sample tightly constrains the high-mass end of the SMF
(log10(M∗/M⊙) > 11.5) while PRIMUS constrains the low-mass end. The
Stripe 82 sample is mass complete to log10(M∗/M⊙) = 11.2 at z = 0.7. A
qualitative comparison of the SMFs at log10(M∗/M⊙) > 11.3 is suggestive
of a ∼0.1 dex offset between PRIMUS and the S82-MGC. We have performed
tests to check that our completeness estimates are robust to ∼0.1 dex offsets
between PRIMUS and the S82-MGC.

the SMF are dominated by systematic errors in the determination
of stellar mass estimates. The task of quantifying and providing
systematic uncertainties is deferred to Paper III.

6 STELLAR MASS C OMPLETENESS O F BOSS
SAMPLES

6.1 Stellar mass completeness of CMASS

With the total SMF now in hand, we derive the stellar mass com-
pleteness for the LSS_CMASS sample. Completeness is estimated
by comparing the total number of LSS_CMASS galaxies in a given
redshift and stellar mass bin to that derived from the total SMF.
For the total SMF, we use the three redshift bins z2, z3, and z4.
Fig. 9 presents our total SMF compared to target CMASS galaxies,
fibre-collided galaxies, CMASS galaxies from the LSS catalogue,
and Legacy objects, in our three fiducial redshift bins.

We further subdivide each of these redshift bins into two roughly
equal volume bins to compute the completeness of CMASS in a
total of six redshift bins. The CMASS SMFs for each of these six
redshift bins are shown in Fig. 10. If the number of LSS_CMASS
galaxies fluctuates above the prediction based on the total SMF, the
completeness is simply set to unity. The results are presented in
Fig. 11 and the completeness values are given in Table 2.

For convenience, we also fit the completeness with the following
functional form:

c = f

2

[
1 + erf

(
log10(M∗/M1)

σ

)]
, (17)

with free parameters f, σ , and M1. The results are shown on the
right-hand side of Fig. 11 and the values of the fitted parameters
are given in Table 3. Convenient files containing our completeness
estimates can be found at www.massivegalaxies.com.

Figure 8. Total SMF in four redshift bins from z = 0.15 to z = 0.7. To construct the total SMF, we combine data from the PRIMUS survey at log10(M∗/M⊙) <

11.3 with data from the S82-MGC at log10(M∗/M⊙) > 11.3. Solid lines indicate our fit to the total SMF and dotted lines show the total SMF deconvolved for
the effects of scatter introduced by photometric redshifts. Because a large fraction of galaxies at the high-mass end have a spectroscopic redshift (>80 per cent
at the high-mass end), the inclusion of galaxies with photometric redshifts has a negligible impact on the SMF. Furthermore, we have tested that a shift in the
PRIMUS data points of ±0.1 dex only has a marginal impact on our determination of the total SMF.
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Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from s82-mcg (139.4 deg2) and the SMF measured using only
CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown. Red, blue, and
green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan triangles show
one wide redshift bin from the COSMOS survey (1.64 deg2). Our best-fitting double Schechter function for total SMF (see Section 6.1
later) is shown as a solid black curve. (Right) SMFs as a function of redshift measured using only the CMASS sample. As a reference, we
also show the total SMF from the s82-mgc at 0.43 < z < 0.70 and log10(M∗/M⊙) > 10.5. Note that the s82-mgc is complete to roughly
log10(M∗/M⊙) > 11.2. As shown in Leauthaud et al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses
and in a relatively narrow redshift range.

we find a difference in the real-space correlation function
at fixed number density, n ≃ 1.58×10−4(h/Mpc)3, at the
1 - 2 % level at large scales. The largest differences (at
the level of 5%) are seen at the 1-halo to 2-halo regime at
r ! 1Mpc/h (see Appendix. A). This level of evolution
is below our measurement errors but these effects will
need to be taken into account in future work, especially
when the S/N of the measurements increases (currently
we are using DR10 measurements).
We also perform two tests concerning the impact of the

resolution of MDR1 on our results. First, we test if the
subhalo catalog resolves the mass scale required for our
abundance matching. Based on White et al. (2011) and
R14, we estimate that abundance matching for CMASS
will require subhalos with Vpeak ≥ 200 km/s. Our tests
demonstrate that MDR1 resolves halos down toVpeak ∼
150 km/s.
Second, we examine the impact of resolution effects on

the radial profiles of subhalos. Our estimates suggest
that subhalo radial profiles become incomplete at 0.1-
0.7Mpc/h (and depend on the ratio between the peak
velocity of hosts and subhalos). The smallest scale in
our wp measurement is ≈ 0.2Mpc/h and is close to this
incompleteness limit. The impact of resolution on our
results is at least partly counteracted by the boost to the
errors of our measured wp by systematic fiber-collision
correction uncertainties on these scales. We conclude
that the resolution of MDR1 is likely sufficient for our
purpose, but that recently-completed higher resolution
simulations such as Skillman et al. (2014) or Ishiyama
et al. (2014) would be preferable and will be adopted in
subsequent work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts

for stellar mass completeness of CMASS. This section
explains the details of our methodology. In this paper
we only explore models that reproduce the projected two-
point correlation function of the full CMASS sample over
the redshift range of 0.43 < z < 0.7. In future work we
will explore how well our models match the clustering
of sub-samples (e.g., dividing CMASS by color and red-
shift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the SHAM framework for

connecting galaxies and dark matter halos (see Section
5.2). Within the context of SHAM, we will then explore
two broad classes of models that relate galaxy color to
halo properties. The first model that we explore is a
“stochastic model” in which at fixed stellar mass, galaxy
color in high mass halos in simply a random process that
does not correlate with halo properties. We will refer
to this model as the “AbM” model. After abundance
matching our mock catalog, we tag CMASS galaxies by
randomly down-sampling the full mock galaxy catalog in
such a way that the mock CMASS SMFs reproduce the
ones measured in Section 3.3. The down-sampling pro-
cedure is described in Section 5.4. Unless an additional
correlation between this CMASS flag and halo properties
is explicitly introduced, this procedure makes the implicit
assumption that at fixed stellar mass, CMASS galaxies
are a random sample of the overall population. However,
Leauthaud et al. (in prep) show that at fixed stellar
mass, CMASS is not a random sample of the overall pop-
ulation in terms of galaxy color. Hence, the abundance
matched catalog that we obtain after the down-sampling
procedure will only correctly represent the true relation

✦ S82-MGC: best constrain high-mass end,                                    

　　　　        complete at                               

 ✦ CMASS ≠ Constant Mass!! redshift-dependent M* completeness
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Figure 7. Total SMF derived using zbest for 0.43 < z < 0.7. Diamonds show
the SMFs from PRIMUS in three redshift bins from z = 0.4 to z = 0.8.
Our Stripe 82 sample tightly constrains the high-mass end of the SMF
(log10(M∗/M⊙) > 11.5) while PRIMUS constrains the low-mass end. The
Stripe 82 sample is mass complete to log10(M∗/M⊙) = 11.2 at z = 0.7. A
qualitative comparison of the SMFs at log10(M∗/M⊙) > 11.3 is suggestive
of a ∼0.1 dex offset between PRIMUS and the S82-MGC. We have performed
tests to check that our completeness estimates are robust to ∼0.1 dex offsets
between PRIMUS and the S82-MGC.

the SMF are dominated by systematic errors in the determination
of stellar mass estimates. The task of quantifying and providing
systematic uncertainties is deferred to Paper III.

6 STELLAR MASS C OMPLETENESS O F BOSS
SAMPLES

6.1 Stellar mass completeness of CMASS

With the total SMF now in hand, we derive the stellar mass com-
pleteness for the LSS_CMASS sample. Completeness is estimated
by comparing the total number of LSS_CMASS galaxies in a given
redshift and stellar mass bin to that derived from the total SMF.
For the total SMF, we use the three redshift bins z2, z3, and z4.
Fig. 9 presents our total SMF compared to target CMASS galaxies,
fibre-collided galaxies, CMASS galaxies from the LSS catalogue,
and Legacy objects, in our three fiducial redshift bins.

We further subdivide each of these redshift bins into two roughly
equal volume bins to compute the completeness of CMASS in a
total of six redshift bins. The CMASS SMFs for each of these six
redshift bins are shown in Fig. 10. If the number of LSS_CMASS
galaxies fluctuates above the prediction based on the total SMF, the
completeness is simply set to unity. The results are presented in
Fig. 11 and the completeness values are given in Table 2.

For convenience, we also fit the completeness with the following
functional form:

c = f

2

[
1 + erf

(
log10(M∗/M1)

σ

)]
, (17)

with free parameters f, σ , and M1. The results are shown on the
right-hand side of Fig. 11 and the values of the fitted parameters
are given in Table 3. Convenient files containing our completeness
estimates can be found at www.massivegalaxies.com.

Figure 8. Total SMF in four redshift bins from z = 0.15 to z = 0.7. To construct the total SMF, we combine data from the PRIMUS survey at log10(M∗/M⊙) <

11.3 with data from the S82-MGC at log10(M∗/M⊙) > 11.3. Solid lines indicate our fit to the total SMF and dotted lines show the total SMF deconvolved for
the effects of scatter introduced by photometric redshifts. Because a large fraction of galaxies at the high-mass end have a spectroscopic redshift (>80 per cent
at the high-mass end), the inclusion of galaxies with photometric redshifts has a negligible impact on the SMF. Furthermore, we have tested that a shift in the
PRIMUS data points of ±0.1 dex only has a marginal impact on our determination of the total SMF.
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Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from the 139.4 deg2 s82-mcg catalog and the SMF measured
using only CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown.
Red, blue, and green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan
triangles show one wide redshift bin from the COSMOS survey (1.64 deg2). As a comparison, our best-fitting double Schechter function
in the AbM model (see Section 6.1 later) is shown as a solid black curve to highlight the incompleteness of the S82-MGC SMF. (Right)
SMFs as a function of redshift measured using only the CMASS sample. As a reference, we also show the total SMF from the s82-mgc at
0.43 < z < 0.70 and M∗ [M⊙] > 10.5 dex. Note that the s82-mgc is complete to roughly M∗ [M⊙] > 11.2 dex. As shown in Leauthaud et
al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses and in a relatively narrow redshift range.

to the fiber-collision correction (see previous section). In
future work, especially when the S/N of the measure-
ments increase (currently we are using DR10 measure-
ments), these effects will need to be taken into account.
We perform two tests concerning the impact of the

resolution of MDR1 on our results. Based on White
et al. (2011) and also R14, we estimate that abun-
dance matching for CMASS will require subhalos with
Vpeak ≥ 200 km/s. Figure 13 shows the histogram of
subhalos as a function of Vpeak. This histogram starts to
deviate from a power law at Vpeak ∼ 200 km/s and has a
clear turnover at Vpeak ∼ 150 km/s. Figure 13 shows that
MDR1 has a sufficient resolution for CMASS, although a
higher resolution would be preferable.
However, Figure 13 does not guarantee that the reso-

lution is good enough to trust our clustering predictions
down to arbitrarily small scales. Our clustering signal
is dominated by central-satellite pairs in the 1-halo term
regime, implying that it is important to study the com-
pleteness of subhalos as a function of distance to their
host-hosts, Rsub. Because the true radial profiles of sub-
halos are still poorly known, it is difficult to precisely
characterize the radius at which incompleteness effects
become important. With this caveat in mind, Behroozi
et al. (2013b) define the radius at which subhalo detec-
tions are incomplete as the radius where the logarithmic
slope of the profile becomes larger than -1.5 (or -1.7).
This cut-off is motivated by the density profiles of ob-
served subhalos in the maxBCG cluster catalog (Tinker
et al. 2011). Figure 14 shows the radial profiles of sub-
halos for different ratios of Vpeak, µsub ≡ V sub

peak/V
host
peak ,

and for three different bins in host halo mass (but di-
vided by Vpeak). In general, this radial profile becomes
gradually shallower at smaller Rsub due to the fact that
density contrast between the parent halo and subhalos
decreases in the inner regions of halos and subhalos be-
come more difficult to detect. Using the Behroozi et al.

(2013b) criterion, we estimate that subhalo detections
become incomplete at 0.1-0.7Mpc/h, depending on µsub
and Mhost, as shown in Figure 15. Note that the small-
est scale in our wp measurement is ≈ 0.2Mpc/h and is
indeed close to the incompleteness limit. We can defi-
nitely improve this situation by using higher resolution
simulations. However, we expect that the impact of the
resolution on our results should be relatively small, since
the errors of our measured wp on these scales are boosted
by systematic uncertainties in the fiber collision correc-
tion. We conclude that the resolution of MDR1 is suf-
ficient for our purpose but higher resolution simulations
such as Skillman et al. (2014) or Ishiyama et al. (2014)
would be preferable and will be adopted in subsequent
work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts
for stellar mass completeness of CMASS. This section ex-
plains the details of our methodology. Note that in this
paper we only explore models that reproduce the pro-
jected two-point correlation function of the full CMASS
sample over the redshift range of 0.43 < z < 0.7. In
future work we will explore how well our models match
the clustering of sub-samples (e.g., dividing CMASS by
color and redshift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the subhalo abundance

matching (SHAM) framework for connecting galaxies
and dark matter halos (see Section 5.2). Within the con-
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Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from the 139.4 deg2 s82-mcg catalog and the SMF measured
using only CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown.
Red, blue, and green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan
triangles show one wide redshift bin from the COSMOS survey (1.64 deg2). As a comparison, our best-fitting double Schechter function
in the AbM model (see Section 6.1 later) is shown as a solid black curve to highlight the incompleteness of the S82-MGC SMF. (Right)
SMFs as a function of redshift measured using only the CMASS sample. As a reference, we also show the total SMF from the s82-mgc at
0.43 < z < 0.70 and M∗ [M⊙] > 10.5 dex. Note that the s82-mgc is complete to roughly M∗ [M⊙] > 11.2 dex. As shown in Leauthaud et
al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses and in a relatively narrow redshift range.

to the fiber-collision correction (see previous section). In
future work, especially when the S/N of the measure-
ments increase (currently we are using DR10 measure-
ments), these effects will need to be taken into account.
We perform two tests concerning the impact of the

resolution of MDR1 on our results. Based on White
et al. (2011) and also R14, we estimate that abun-
dance matching for CMASS will require subhalos with
Vpeak ≥ 200 km/s. Figure 13 shows the histogram of
subhalos as a function of Vpeak. This histogram starts to
deviate from a power law at Vpeak ∼ 200 km/s and has a
clear turnover at Vpeak ∼ 150 km/s. Figure 13 shows that
MDR1 has a sufficient resolution for CMASS, although a
higher resolution would be preferable.
However, Figure 13 does not guarantee that the reso-

lution is good enough to trust our clustering predictions
down to arbitrarily small scales. Our clustering signal
is dominated by central-satellite pairs in the 1-halo term
regime, implying that it is important to study the com-
pleteness of subhalos as a function of distance to their
host-hosts, Rsub. Because the true radial profiles of sub-
halos are still poorly known, it is difficult to precisely
characterize the radius at which incompleteness effects
become important. With this caveat in mind, Behroozi
et al. (2013b) define the radius at which subhalo detec-
tions are incomplete as the radius where the logarithmic
slope of the profile becomes larger than -1.5 (or -1.7).
This cut-off is motivated by the density profiles of ob-
served subhalos in the maxBCG cluster catalog (Tinker
et al. 2011). Figure 14 shows the radial profiles of sub-
halos for different ratios of Vpeak, µsub ≡ V sub

peak/V
host
peak ,

and for three different bins in host halo mass (but di-
vided by Vpeak). In general, this radial profile becomes
gradually shallower at smaller Rsub due to the fact that
density contrast between the parent halo and subhalos
decreases in the inner regions of halos and subhalos be-
come more difficult to detect. Using the Behroozi et al.

(2013b) criterion, we estimate that subhalo detections
become incomplete at 0.1-0.7Mpc/h, depending on µsub
and Mhost, as shown in Figure 15. Note that the small-
est scale in our wp measurement is ≈ 0.2Mpc/h and is
indeed close to the incompleteness limit. We can defi-
nitely improve this situation by using higher resolution
simulations. However, we expect that the impact of the
resolution on our results should be relatively small, since
the errors of our measured wp on these scales are boosted
by systematic uncertainties in the fiber collision correc-
tion. We conclude that the resolution of MDR1 is suf-
ficient for our purpose but higher resolution simulations
such as Skillman et al. (2014) or Ishiyama et al. (2014)
would be preferable and will be adopted in subsequent
work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts
for stellar mass completeness of CMASS. This section ex-
plains the details of our methodology. Note that in this
paper we only explore models that reproduce the pro-
jected two-point correlation function of the full CMASS
sample over the redshift range of 0.43 < z < 0.7. In
future work we will explore how well our models match
the clustering of sub-samples (e.g., dividing CMASS by
color and redshift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the subhalo abundance

matching (SHAM) framework for connecting galaxies
and dark matter halos (see Section 5.2). Within the con-
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Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from the 139.4 deg2 s82-mcg catalog and the SMF measured
using only CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown.
Red, blue, and green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan
triangles show one wide redshift bin from the COSMOS survey (1.64 deg2). As a comparison, our best-fitting double Schechter function
in the AbM model (see Section 6.1 later) is shown as a solid black curve to highlight the incompleteness of the S82-MGC SMF. (Right)
SMFs as a function of redshift measured using only the CMASS sample. As a reference, we also show the total SMF from the s82-mgc at
0.43 < z < 0.70 and M∗ [M⊙] > 10.5 dex. Note that the s82-mgc is complete to roughly M∗ [M⊙] > 11.2 dex. As shown in Leauthaud et
al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses and in a relatively narrow redshift range.

to the fiber-collision correction (see previous section). In
future work, especially when the S/N of the measure-
ments increase (currently we are using DR10 measure-
ments), these effects will need to be taken into account.
We perform two tests concerning the impact of the

resolution of MDR1 on our results. Based on White
et al. (2011) and also R14, we estimate that abun-
dance matching for CMASS will require subhalos with
Vpeak ≥ 200 km/s. Figure 13 shows the histogram of
subhalos as a function of Vpeak. This histogram starts to
deviate from a power law at Vpeak ∼ 200 km/s and has a
clear turnover at Vpeak ∼ 150 km/s. Figure 13 shows that
MDR1 has a sufficient resolution for CMASS, although a
higher resolution would be preferable.
However, Figure 13 does not guarantee that the reso-

lution is good enough to trust our clustering predictions
down to arbitrarily small scales. Our clustering signal
is dominated by central-satellite pairs in the 1-halo term
regime, implying that it is important to study the com-
pleteness of subhalos as a function of distance to their
host-hosts, Rsub. Because the true radial profiles of sub-
halos are still poorly known, it is difficult to precisely
characterize the radius at which incompleteness effects
become important. With this caveat in mind, Behroozi
et al. (2013b) define the radius at which subhalo detec-
tions are incomplete as the radius where the logarithmic
slope of the profile becomes larger than -1.5 (or -1.7).
This cut-off is motivated by the density profiles of ob-
served subhalos in the maxBCG cluster catalog (Tinker
et al. 2011). Figure 14 shows the radial profiles of sub-
halos for different ratios of Vpeak, µsub ≡ V sub

peak/V
host
peak ,

and for three different bins in host halo mass (but di-
vided by Vpeak). In general, this radial profile becomes
gradually shallower at smaller Rsub due to the fact that
density contrast between the parent halo and subhalos
decreases in the inner regions of halos and subhalos be-
come more difficult to detect. Using the Behroozi et al.

(2013b) criterion, we estimate that subhalo detections
become incomplete at 0.1-0.7Mpc/h, depending on µsub
and Mhost, as shown in Figure 15. Note that the small-
est scale in our wp measurement is ≈ 0.2Mpc/h and is
indeed close to the incompleteness limit. We can defi-
nitely improve this situation by using higher resolution
simulations. However, we expect that the impact of the
resolution on our results should be relatively small, since
the errors of our measured wp on these scales are boosted
by systematic uncertainties in the fiber collision correc-
tion. We conclude that the resolution of MDR1 is suf-
ficient for our purpose but higher resolution simulations
such as Skillman et al. (2014) or Ishiyama et al. (2014)
would be preferable and will be adopted in subsequent
work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts
for stellar mass completeness of CMASS. This section ex-
plains the details of our methodology. Note that in this
paper we only explore models that reproduce the pro-
jected two-point correlation function of the full CMASS
sample over the redshift range of 0.43 < z < 0.7. In
future work we will explore how well our models match
the clustering of sub-samples (e.g., dividing CMASS by
color and redshift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the subhalo abundance

matching (SHAM) framework for connecting galaxies
and dark matter halos (see Section 5.2). Within the con-
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Fig. 1.— (Left) The total SMF from Stripe 82 (black squares) measured from the 139.4 deg2 s82-mcg catalog and the SMF measured
using only CMASS galaxies (magenta squares). Other SMFs determined from smaller area surveys at similar redshifts are also shown.
Red, blue, and green circles show results from PRIMUS (5.5 deg2) at 0.4 < z < 0.5, 0.5 < z < 0.65, and 0.65 < z < 0.8, respectively. Cyan
triangles show one wide redshift bin from the COSMOS survey (1.64 deg2). As a comparison, our best-fitting double Schechter function
in the AbM model (see Section 6.1 later) is shown as a solid black curve to highlight the incompleteness of the S82-MGC SMF. (Right)
SMFs as a function of redshift measured using only the CMASS sample. As a reference, we also show the total SMF from the s82-mgc at
0.43 < z < 0.70 and M∗ [M⊙] > 10.5 dex. Note that the s82-mgc is complete to roughly M∗ [M⊙] > 11.2 dex. As shown in Leauthaud et
al. (in prep), CMASS is only complete in terms of stellar mass at the highest masses and in a relatively narrow redshift range.

to the fiber-collision correction (see previous section). In
future work, especially when the S/N of the measure-
ments increase (currently we are using DR10 measure-
ments), these effects will need to be taken into account.
We perform two tests concerning the impact of the

resolution of MDR1 on our results. Based on White
et al. (2011) and also R14, we estimate that abun-
dance matching for CMASS will require subhalos with
Vpeak ≥ 200 km/s. Figure 13 shows the histogram of
subhalos as a function of Vpeak. This histogram starts to
deviate from a power law at Vpeak ∼ 200 km/s and has a
clear turnover at Vpeak ∼ 150 km/s. Figure 13 shows that
MDR1 has a sufficient resolution for CMASS, although a
higher resolution would be preferable.
However, Figure 13 does not guarantee that the reso-

lution is good enough to trust our clustering predictions
down to arbitrarily small scales. Our clustering signal
is dominated by central-satellite pairs in the 1-halo term
regime, implying that it is important to study the com-
pleteness of subhalos as a function of distance to their
host-hosts, Rsub. Because the true radial profiles of sub-
halos are still poorly known, it is difficult to precisely
characterize the radius at which incompleteness effects
become important. With this caveat in mind, Behroozi
et al. (2013b) define the radius at which subhalo detec-
tions are incomplete as the radius where the logarithmic
slope of the profile becomes larger than -1.5 (or -1.7).
This cut-off is motivated by the density profiles of ob-
served subhalos in the maxBCG cluster catalog (Tinker
et al. 2011). Figure 14 shows the radial profiles of sub-
halos for different ratios of Vpeak, µsub ≡ V sub

peak/V
host
peak ,

and for three different bins in host halo mass (but di-
vided by Vpeak). In general, this radial profile becomes
gradually shallower at smaller Rsub due to the fact that
density contrast between the parent halo and subhalos
decreases in the inner regions of halos and subhalos be-
come more difficult to detect. Using the Behroozi et al.

(2013b) criterion, we estimate that subhalo detections
become incomplete at 0.1-0.7Mpc/h, depending on µsub
and Mhost, as shown in Figure 15. Note that the small-
est scale in our wp measurement is ≈ 0.2Mpc/h and is
indeed close to the incompleteness limit. We can defi-
nitely improve this situation by using higher resolution
simulations. However, we expect that the impact of the
resolution on our results should be relatively small, since
the errors of our measured wp on these scales are boosted
by systematic uncertainties in the fiber collision correc-
tion. We conclude that the resolution of MDR1 is suf-
ficient for our purpose but higher resolution simulations
such as Skillman et al. (2014) or Ishiyama et al. (2014)
would be preferable and will be adopted in subsequent
work.

5. METHODOLOGY

Our goal is to find a model of the CMASS-halo connec-
tion which can simultaneously explain the SMF and the
two-point correlation function and which also accounts
for stellar mass completeness of CMASS. This section ex-
plains the details of our methodology. Note that in this
paper we only explore models that reproduce the pro-
jected two-point correlation function of the full CMASS
sample over the redshift range of 0.43 < z < 0.7. In
future work we will explore how well our models match
the clustering of sub-samples (e.g., dividing CMASS by
color and redshift).

5.1. Overview of Methodology and Models

We begin with a broad overview of our global method-
ology and the two classes of models that we will explore
in this paper. The details of our approach are then pro-
vided in the later half of this section.
Our approach is based on the subhalo abundance

matching (SHAM) framework for connecting galaxies
and dark matter halos (see Section 5.2). Within the con-
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Fig. 5.— Left): best fit to the s82-mgc SMF for the AbM model (solid black line). The dotted black line corresponds to the SMF
deconvolved for scatter. The black dashed curved shows the (fixed) φ2 term in our double Schecter function. Black squares correspond
to the measured SMF from the s82-mgc. (Right): our best fit to wp for the AbM model (solid red line). The green line shows the
result of abundance matching against Mpeak instead of Vpeak. Dashed lines display the contribution to wp from central-central pairs.
Numbers in parenthesis indicate satellite fractions (11.1% for Vpeak and 9.5% for Mpeak). The goodness of fit for the AgM model is
∆χ2 = (4.55 + 11.43)/(26 − 3) = 0.694.

Fig. 6.— Halo mass histograms as a function of redshift from our
AbM (solid lines) and AgM (dashed lines) mock catalogs. Collapse
mass at z = 0.534 is indicated by a black solid vertical line. Clearly,
CMASS galaxies populate halos with masses firmly above collapse
mass. Also note that the mean halo mass of CMASS in our mocks
varies by a factor of 3.5 from low to high redshift.

Zentner et al. (2014). In this paper, we have studied
two distinct models: standard abundance matching and
a simplified form of age matching, abbreviated by AbM
and AgM, respectively. We have demonstrated that both
models can reproduce the galaxy SMF as well as wp, sug-
gesting that there are fundamental degeneracies among
traditional HOD model, AbM, and AgM models, in mod-
eling the SMF and wp. This naturally leads to two in-
teresting and inter-related questions.

1. How well do these models predict other statistics
derived from the data?

2. Are there other statistics which can distinguish be-
tween these two distinct models?

Fig. 7.— Fractional contribution to zstarve as a function of Vpeak

at z = 0.534 for host (square) and sub (circle) halos. The zchar
term dominates at the high mass end whereas the zform term dom-
inates at the low mass end.

Instead of considering just the projected correlation
function, we turn our attention to the multipoles of the
full 2D correlation function. Figure 12 shows the pseudo
multipoles (see Section 3) for our best-fitting AbM and
AgM models. The left panel of Figure 12 demonstrates
that both models fail dramatically to reproduce the pseudo
multipoles even though both models provide a satisfac-
tory description of wp. In the following section, we will
use the redshift dependent clustering of CMASS to ar-
gue that in addition to stellar mass, galaxy color must
play an important role in determining the clustering of
CMASS galaxies and that the failure of our model in re-
producing the pseudo-multipoles must be a consequence
of these effects.
In conclusion, our paper provides a clear cautionary ex-

ample of the limitation of inferring the galaxy-halo con-
nection from the projected correlation function alone. It

Results
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✦ surprisingly SMALL scatter: �(logM ⇤ |Vpeak) = 0.105+0.024
�0.032

Stellar Mass Function Projected Correlation Function
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Fig. 9.— The HODs measured from our abundance-matched mock catalog in our joint fit to SMF and wp. As a reference, the result from
the HOD fitting in Reid et al. (2014) is shown in black lines (central for solid and satellite for dashed). The percentage values indicate
the fraction of CMASS galaxies at given redshift bin, i.e., number of mock CMASS galaxies at this redshift bin divided by number of total
mock CMASS galaxies over 0.43 < z < 0.7.

Fig. 10.— The satellite fraction of our mock CMASS galaxies
as a function of redshift. As a comparison, the result from R14 is
shown as a black line with its 1σ error (gray region).

in high mass halos must be linked to other properties
besides halo peak velocity and we suggest that assembly
bias effects may play a role in determining the clustering
properties of this sample.
Our current implementation of the AgM model also

fails to reproduce the pseudo-multipoles. However, un-
like in the case of the AbM model in which redshift de-
pendence of the color cuts are unimportant, we know that
our AgM model will be sensitive to these effects which
we have treated in a simplistic fashion. Hence, in a forth-
coming paper, we will explore the true color distribution
as a function of redshift in more detail and investigate if a
more realistic AgM model can be fitted to the multipole.
This approach should provide with powerful constraints
on the physical mechanisms that drives galaxy color in
massive halos.
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APPENDIX

TESTS OF THE SUBHALO CATALOG

In this subsection, we discuss potential issues in the
subhalo catalog, focusing in particular on the time evo-
lution of subhalo clustering and completeness issues due
to the resolution of the simulation.
We begin by testing if a single redshift output is suffi-

cient to model CMASS over the redshift range 0.45 <
z < 0.7. We rank order subhalos by Vpeak and se-
lect the top N subhalos with a number density of n ≃
1.58 × 10−4(h/Mpc)3. This roughly corresponds to the
number density of galaxies with M∗ ! 11.0 dex. Fig-
ure 12 shows the three-dimensional correlation function
of subhalos in real space as a function of separation at
three different redshift outputs and at fixed number den-
sity n. The correlation function varies by at most 5%
compared to z = 0.534 over the CMASS redshift range.
The fractional difference at large scales, r ! 3Mpc/h, is
1 - 2 %. The largest differences (at the level of 5%) are
seen at the transition regime from the 2-halo to 1-halo
term, r " 1Mpc/h, where the errors on our observa-
tional clustering signal are increased by uncertainties due
to the fiber-collision correction (see previous section). In
future work, especially when the S/N of the measure-
ments increase (currently we are using DR10 measure-
ments), these effects will need to be taken into account.
We perform two tests concerning the impact of the

resolution of MDR1 on our results. Based on White
et al. (2011) and also R14, we estimate that abun-
dance matching for CMASS will require subhalos with
Vpeak ≥ 200 km/s. Figure 13 shows the histogram of
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Redshift Evolution of HOD
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✦ excellent agreement with the HOD model at z ~ 0.55

✦ at high redshift, z > 0.6, very distinct HODs  
   - random down-sample HOD model vs luminosity cut

z~0.45 
[color cut] z~0.55

z~0.68 
[luminosity cut]



✦ Our SHAM model predicts a strong evolution:  
   x3.5 increase in mean Mhalo  ⇦ x1.8 increase in mean M*

SS, Leauthaud, Hearin+(2016)

But…Failure of 3D Clustering Evolution

monopole quadrupole

✦ The measurements show NO redshift evolution within 
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Figure 6. Comparison of the g-g lensing signal with predictions from galaxy-halo models constrained by the clustering of CMASS. Regardless of the method-
ology, the adopted cosmology, or the resolution of the N-body simulation, models constrained by the clustering of CMASS predict a lensing amplitude that is
larger by ⇠ 20-40% than our measurement.
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Figure 7. Comparison of the redshift evolution of the CMASS g-g lensing signal with predictions from Saito et al. (2015) and Rodrı́guez-Torres et al. (2015).
The Saito et al. (2015) model matches the lensing signal at low redshifts but then over-predicts the lensing signal at higher redshifts. The Rodrı́guez-Torres
et al. (2015) model over-predicts the lensing signal by ⇠ 20-40% at all redshifts.

5.3 Cosmology and Impact of �
8

Are these tests sufficient? Please comment!
The predictions in Figure 6 are generated from N-body sim-

ulations with both WMAP and Planck-like cosmologies with ⌦

m

values that span the range 0.27 to 0.31. However, as can be seen
from Table 2, the simulations used in our comparison all employ
the same value for �

8

. How much could a change in �

8

affect the
amplitude of the lensing signal? To answer this question, we use an
analytic model10 to compute �⌃ assuming a standard five parame-
ter HOD model with values set to roughly reproduce the clustering
of the CMASS sample. We assume a fiducial Planck cosmology

10 The code we use is based on Leauthaud et al. (2012b) and Tinker et al.
(2013).

with ⌦

m

= 0.3156 ± 0.0091 and �

8

= 0.831 ± 0.013 (Table
3, Planck Collaboration et al. 2015). Figure 5.3 shows the relative
impact on �⌃ when ⌦

m

and �

8

are varied by ±3� around the fidu-
cial Planck 2015 values. For this exercice, we adjust the minimum
halo mass in the HOD model to fix the number density of the sam-
ple. Figure 5.3 shows that varying ⌦

m

and �

8

by ±3� around the
Planck Collaboration et al. (2015) values leads at most to a 10%
difference in �⌃. We conclude that a low value of �

8

would lower
the amplitude of the lensing signal but is unlikely to be the full
story.

5.4 Assembly Bias Effects

Roughly what I’d like to say here.
The clustering signal tightly constrains the large scales bias

MNRAS 000, 000–000 (0000)

✦ CMASS galaxy-galaxy lensing over 250 deg2 Leauthaud, SS+ (2017)

Shun Saito (MPA)

✦ NONE of the CMASS mocks explain our lensing signal.
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✦ Cosmology? 
        - Ωm, σ8  

        - neutrino mass 
        - modified gravity

✦ Galaxy-Halo connection? 

        - assembly bias & color selection 
        - baryonic effect: AGN feedback


        - mass-dependent scatter

✦ Observational systematics? 
       - Song’s HSC results on missing light at outer radii

See more details in Leauthaud, SS+ (2017)



17Shun Saito (MPA)

Possible Reasons: assembly bias?
3036 A. Leauthaud et al.

Figure 11. Right-hand panel: a simple four parameter HOD fit to wCMASS
p at fixed cosmology. Grey lines represent models drawn from the 68 per cent

confidence region. Right-hand panel: predicted lensing signal (solid magenta line). Grey lines represent models drawn from the 68 per cent confidence region
of the best-fitting to wCMASS

p . The lensing signal can be decomposed into a one-halo central term (green dotted line), a one-halo satellite term (dashed yellow
line), and a two-halo term (red dash–dotted line). The satellite fraction for CMASS is only of the order of ∼10 per cent and the one-halo satellite term is
therefore subdominant on all scales. The black solid line is the total lensing signal obtained by lowering !"1hc by 25 per cent, which roughly corresponds to
lowering the halo mass by 35 per cent while keeping the bias fixed.

addition to halo mass, the strength of halo clustering depends on
other properties such as halo age, spin and concentration (Gao,
Springel & White 2005; Wechsler et al. 2006; Gao & White 2007;
Zentner 2007; Dalal et al. 2008; Lacerna & Padilla 2011). Although
assembly bias is manifest in dark matter simulations, we do not
know if it is also manifest in the clustering of galaxies. Recent
observational evidence suggests the possibility of assembly bias in
galaxy and cluster samples (Miyatake et al. 2016; More et al. 2016;
Zentner et al. 2016; Lehmann et al. 2017), but these detections are
not without challenges (Paranjape et al. 2015; Lin et al. 2016).

If galaxy formation processes are sensitive to halo parameters
besides halo mass, for example, if the ages of galaxies correlate with
the ages of their dark matter haloes, then assembly bias effects will
be more pronounced for colour-selected samples such as CMASS.
The clustering of CMASS tightly constrains the large-scale bias of
the sample. However, the lensing signal that we measure is limited
to r < 10 h−1 Mpc and is primarily sensitive to the one-halo term
and the mean halo mass of the sample. Hence, the difference that
we observe may suggest a tension between the halo mass and the
large-scale bias of this sample – the smoking gun for assembly bias.
This interpretation would mean that CMASS host haloes are not a
representative sample of all dark matter haloes at the same mass,
and since the bias of haloes depends on other properties apart from
their mass, they thus show a different clustering amplitude than such
a representative sample.

In Saito et al. (2016), we present the first analysis of the effects of
assembly bias on the clustering properties of CMASS. However, our
analysis assumed a simplified model for the colour completeness
of CMASS. To build on Saito et al. (2016), the next step would be
to characterize the colour-completeness of CMASS and to explore
the impact of assembly bias using, for example, conditional SHAM
techniques (e.g. Hearin et al. 2014). This type of in-depth analysis
is beyond the scope of this paper. Instead, we present a simple
first-order computation to determine if assembly bias is a plausible
explanation for the observed offset. We fit a simple four parameter
HOD to wCMASS

p (details are given in Appendix A7) and show the
results in Fig. 11. The predicted lensing signal can be decomposed
into three components: the one-halo central term (!"1hc), the one
halo satellite term (!"1hs) and the two-halo term (!"2h). Fig. 11

shows that the amplitude of the lensing signal is well matched if
the one-halo central term is decreased by 25 per cent while keeping
the two-halo term fixed.21 In this regime, Mhalo ∝ (!"1hc)3/2 so
this corresponds to a ∼35 per cent decrease in halo mass. The
halo masses of CMASS galaxies are firmly above collapse mass
at z = 0.55 (Saito et al. 2016) where the effects of assembly bias
are complex22 and not yet necessarily well characterized. With this
caveat in mind, assembly bias can plausibly explain a ∼35 per cent
decrease in halo mass at fixed bias (see fig. 4 in Li et al. 2008
for example). Lensing measurements on larger radial scales will be
extremely valuable for testing this hypothesis.

If assembly bias is at play, this could have implications for the
growth of structure constraints from RSDs (Alam et al. 2017, and
references therein). Unlike BAO measurements, RSD methods push
into the semi-non-linear regime and need to be validated against
using mock catalogues. Current tests suggest that RSD methods are
robust to the details of galaxy formation (see section 7.2 in Alam
et al. 2017), but the full range of galaxy formation models has yet
to be tested, and hence the theoretical systematic associated with
the complexities of galaxy bias is unknown. Assembly bias and the
details of the galaxy–halo connection may become an important
systematic effect for RSD constraints from upcoming surveys such
as DESI (Levi et al. 2013). Lensing measurements such as presented
in this paper will play an important role in characterizing these
effects.

5.5 Baryon effects

The BOSS CMASS mock catalogues used for computing the model
predictions are based on gravity-only N-body simulations, which
do not account for possible effects of baryon physics processes
on the matter distribution. However, baryon physics processes can
affect the matter profiles of haloes and also influence the properties

21 This exercise is simplistic because it does not necessarily preserve the
CMASS clustering or abundance.
22 The magnitude and sign of assembly bias effects above collapse mass
depends sensitively on the definition of halo age (e.g. Li, Mo & Gao 2008).

MNRAS 467, 3024–3047 (2017)

✦ necessary condition for assembly bias 

    - need to make ΔΣ1hc lower by ~25% (c.f. 35% lower Mhalo)

HOD fit to wp predict ΔΣ

✦ tricky to perform age-matching at high-mass end
SS, Leauthaud, Hearin+(2016)
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Possible Reasons: Baryonic Effect?

✦ sample with ng=4x10-4 [(h/Mpc)3] in Illustris (not TNG)

Lensing of CMASS 3037

Figure 12. Left-hand panels: comparison of !" for massive galaxies with CMASS-like number densities for the gravity-only Illustris-1-Dark run (blue
dashed line) and the full-physics Illustris-1 run (solid red line). The green dash–dotted line shows !" for the gravity-only run plus the stellar component from
the full-physics run. Right-hand panels: ratio of !" from the gravity-only run and from the full-physics run (blue line). The green dash–dotted line shows the
result including the contributions from stars. The error bars indicate the spread between the ratios obtained from using the three different principal simulation
box axes as viewing direction. Upper panels: fixed number density selection for matched centrals. Lower panels: fixed number density selection including both
centrals and satellites.

of subhaloes (e.g. van Daalen et al. 2014; Velliscig et al. 2014;
Chaves-Montero et al. 2016).

We use the Illustris simulations (Genel et al. 2014; Vogelsberger
et al. 2014a,b; Nelson et al. 2015; Sijacki et al. 2015) to estimate the
impact of baryonic effects for CMASS-like samples. We compare
results from snapshots at redshift z = 0.5 of the full-physics Illustris-
1 simulation and of the corresponding gravity-only Illustris-1-Dark
simulation with matched initial conditions. The Illustris simulation
corresponds to a comoving volume of (75 h−1 Mpc)3 which means
that there will be considerable sample variance uncertainties associ-
ated with galaxy selections at these number densities. Our goal here,
however, is not to compare directly with the BOSS measurements,
but simply to estimate relative differences between the full-physics
and gravity-only runs.

We rank order subhaloes in both simulations according to their
maximum circular velocity, Vmax, and apply a sharp lower limit
on Vmax to select samples with number densities of n = 4 ×
10−4(h−1 Mpc)−3. The resulting lower limit is Vmax = 351 km s−1

for the gravity-only run, and Vmax = 367 km s−1 for the full-physics
run. This selection results in 170 galaxies.23 In addition to this sam-
ple which includes all subhaloes, we also perform a number density

23 With only 170 subhaloes with Vmax = 351 km s−1, the Illustris simulation
is not large enough to compute the clustering signal for galaxies at these low
number densities. Our tests are therefore based on a simple number density
selection without also matching the clustering.

selection which includes only matched parent haloes. !" is com-
puted for all samples using each of the three principal box axes as
a viewing direction using fast Fourier transform methods (Hilbert,
Hartlap & Schneider 2011; Hilbert et al. 2016). Finally, !" is also
computed from the gravity-only run with an added contribution
from the stellar component computed from the full-physics run.
The resulting weak-lensing profiles are shown in Fig. 12.

The upper panel in Fig. 12 shows the impact of baryons on !" for
matched parent haloes with n = 4 × 10−4(h−1 Mpc)−3. For small
separations (R < 0.1 h−1 Mpc), !" is larger in the full-physics
simulation than in the gravity-only simulation. This is mainly due
to the contribution from stars, which are missing in the gravity-only
run. On intermediate scales, !" is larger in the gravity-only run
than in the full-physics run by up to 20 per cent. This is due to
feedback processes in the full-physics simulation that drive matter
out of the inner parts of haloes. These feedback processes also
lower the baryon fraction in the haloes and decrease the matter
power spectra on these scales (Vogelsberger et al. 2014a). However,
!" converges on larger scales (R > 4 h−1 Mpc), indicating that
the impact of baryons for central haloes is primarily limited to the
one-halo regime.

The lower panels in Fig. 12 show !" for a fixed number den-
sity selection including all subhaloes. The main difference with
respect to the matched-parent sample is now that on large scales
!" is higher in the full-physics run than in the gravity-only run.
This is because the full-physics run has a larger satellite fraction
(fsat = 22 per cent compared to 11 per cent in the gravity-only

MNRAS 467, 3024–3047 (2017)
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of subhaloes (e.g. van Daalen et al. 2014; Velliscig et al. 2014;
Chaves-Montero et al. 2016).

We use the Illustris simulations (Genel et al. 2014; Vogelsberger
et al. 2014a,b; Nelson et al. 2015; Sijacki et al. 2015) to estimate the
impact of baryonic effects for CMASS-like samples. We compare
results from snapshots at redshift z = 0.5 of the full-physics Illustris-
1 simulation and of the corresponding gravity-only Illustris-1-Dark
simulation with matched initial conditions. The Illustris simulation
corresponds to a comoving volume of (75 h−1 Mpc)3 which means
that there will be considerable sample variance uncertainties associ-
ated with galaxy selections at these number densities. Our goal here,
however, is not to compare directly with the BOSS measurements,
but simply to estimate relative differences between the full-physics
and gravity-only runs.

We rank order subhaloes in both simulations according to their
maximum circular velocity, Vmax, and apply a sharp lower limit
on Vmax to select samples with number densities of n = 4 ×
10−4(h−1 Mpc)−3. The resulting lower limit is Vmax = 351 km s−1

for the gravity-only run, and Vmax = 367 km s−1 for the full-physics
run. This selection results in 170 galaxies.23 In addition to this sam-
ple which includes all subhaloes, we also perform a number density

23 With only 170 subhaloes with Vmax = 351 km s−1, the Illustris simulation
is not large enough to compute the clustering signal for galaxies at these low
number densities. Our tests are therefore based on a simple number density
selection without also matching the clustering.

selection which includes only matched parent haloes. !" is com-
puted for all samples using each of the three principal box axes as
a viewing direction using fast Fourier transform methods (Hilbert,
Hartlap & Schneider 2011; Hilbert et al. 2016). Finally, !" is also
computed from the gravity-only run with an added contribution
from the stellar component computed from the full-physics run.
The resulting weak-lensing profiles are shown in Fig. 12.

The upper panel in Fig. 12 shows the impact of baryons on !" for
matched parent haloes with n = 4 × 10−4(h−1 Mpc)−3. For small
separations (R < 0.1 h−1 Mpc), !" is larger in the full-physics
simulation than in the gravity-only simulation. This is mainly due
to the contribution from stars, which are missing in the gravity-only
run. On intermediate scales, !" is larger in the gravity-only run
than in the full-physics run by up to 20 per cent. This is due to
feedback processes in the full-physics simulation that drive matter
out of the inner parts of haloes. These feedback processes also
lower the baryon fraction in the haloes and decrease the matter
power spectra on these scales (Vogelsberger et al. 2014a). However,
!" converges on larger scales (R > 4 h−1 Mpc), indicating that
the impact of baryons for central haloes is primarily limited to the
one-halo regime.

The lower panels in Fig. 12 show !" for a fixed number den-
sity selection including all subhaloes. The main difference with
respect to the matched-parent sample is now that on large scales
!" is higher in the full-physics run than in the gravity-only run.
This is because the full-physics run has a larger satellite fraction
(fsat = 22 per cent compared to 11 per cent in the gravity-only
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suppression

 - the impact of baryonic effect is important with a caveat of  

   the aggressive AGN feedback in Illustris
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→ highly relevant to both cosmology & galaxy evolution 
 

• Stellar Mass, M* is probably the most relevant quantity 
→ let’s look at M* & its completeness for CMASS
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• Do we even understand the galaxy-halo connection  

for massive galaxies at the statistical level of BOSS? 

→ highly relevant to both cosmology & galaxy evolution 
 

• Stellar Mass, M* is probably the most relevant quantity 
→ let’s look at M* & its completeness for CMASS

Not yet!

CMASS is NOT M*-complete!



Summary & Discussion
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✦ BOSS offer challenges for a simple galaxy-halo modeling 

   unlike e.g., SDSS Main sample. 

  - very precise statistics 

  - selection effect: can be f(M*, SFR/color, ….) 

✦ We revisit the M* completeness for the BOSS CMASS sample 

  - CMASS is NOT M*-complete NOR Constant MASS! 

  - a simple SHAM model 

     - explains ‘entire’ SMF & wp 

     - fails to reproduce evolution of ξl and ΔΣ



Future Prospects
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✦ Selection effect is a huge issue for spectroscopic galaxy surveys! 

     - Emission Line Galaxies selected by color cut     

     - example in Subaru Prime Focus Spectrograph (PFS, 2020-2025)

SMF at z~1.5 from Cosmos Mock


