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ABSTRACT
The friends-of-friends algorithm (hereafter, FOF) is a percolation algorithm which is routinely used to iden-

tify dark matter halos from N-body simulations. We use results from percolation theory to show that the
boundary of FOF halos does not correspond to a single density threshold but to a range of densities close to a
critical value that depends upon the linking length parameter, b. We show that for the commonly used choice of
b = 0.2, this critical density is equal to 81.62 times the mean matter density. Consequently, halos identified by
the FOF algorithm enclose an average overdensity which depends on their density profile (concentration) and
therefore changes with halo mass contrary to the popular belief that the average overdensity is ∼180. We derive
an analytical expression for the overdensity as a function of the linking length parameter b and the concentra-
tion of the halo. Results of tests carried out using simulated and actual FOF halos identified in cosmological
simulations show excellent agreement with our analytical prediction. We also find that the mass of the halo
that the FOF algorithm selects crucially depends upon mass resolution. We find a percolation theory motivated
formula that is able to accurately correct for the dependence on number of particles for the mock realizations
of spherical and triaxial Navarro-Frenk-White halos. However, we show that this correction breaks down when
applied to the real cosmological FOF halos due to presence of substructures. Given that abundance of substruc-
ture depends on redshift and cosmology, we expect that the resolution effects due to substructure on the FOF
mass and halo mass function will also depend on redshift and cosmology and will be difficult to correct for in
general. Finally, we discuss the implications of our results for the universality of the mass function.
Subject headings: cosmology: theory – halos: formation – methods: numerical

1. INTRODUCTION

Over the last three decades, cosmological simulations have
been playing an ever increasing role in testing cosmological
structure formation models against observations using statis-
tics that can be reliably measured in both. Given that most
of the available observational information is about virialized
peaks in the overall matter distribution, identification of cor-
responding virialized peaks, or halos, in simulations is of crit-
ical importance.

A number of automated halo finding algorithms have been
developed over the years (e.g., Knebe et al. 2011, and ref-
erences therein). One of the most popular of these is
the “Friends-Of-Friends” (hereafter, FOF) algorithm which
uniquely defines groups that contain all particles separated by
distance less than a given linking length, bl̄, where l̄ is the
mean interparticle separation in simulations and b is a free
parameter of the algorithm. The FOF algorithm is commonly
applied both to identify groups of galaxies in redshift cata-
logs (Huchra & Geller 1982; Press & Davis 1982; Einasto
et al. 1984; Eke et al. 2004; Berlind et al. 2006) and virialized
halos in cosmological simulations (Einasto et al. 1984; Davis
et al. 1985; Frenk et al. 1988; Lacey & Cole 1994; Klypin
et al. 1999; Jenkins et al. 2001; Warren et al. 2006; Gottlöber
& Yepes 2007).
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An attractive feature of the FOF algorithm is its simplic-
ity: the result depends solely on the linking length in units of
the mean interparticle separation, b. The FOF algorithm does
not assume any particular halo shape and can therefore better
match the generally triaxial mass distribution in halos form-
ing in hierarchical structure formation models. In addition,
studies over the last decade indicate that the appropriately pa-
rameterized mass function of FOF halos is universal for dif-
ferent redshifts and cosmologies at least to ∼ 10%, although
real systematic variations of � 10% do exist (Jenkins et al.
2001; White 2002; Evrard et al. 2002; Hu & Kravtsov 2003;
Warren et al. 2006; Reed et al. 2007; Lukić et al. 2007; Tin-
ker et al. 2008; Bhattacharya et al. 2010; Crocce et al. 2010;
Courtin et al. 2010). Mass function of halos identified using
the spherical overdensity (SO) algorithm, on the other hand,
exhibits considerably larger differences for different cosmolo-
gies and redshifts (White 2002; Tinker et al. 2008). Given the
importance of the halo mass function in interpreting observed
counts of galaxies and clusters, it is interesting to understand
the origin of deviations from universality, the role of mass def-
inition, and differences between mass functions defined with
the FOF and SO halo finders (e.g., Audit et al. 1998; Jenkins
et al. 2001; White 2001, 2002; Tinker et al. 2008; Lukić et al.
2009). This, in turn, requires good understanding of proper-
ties of the FOF-identified groups. For example, a recent study
by Courtin et al. (2010) shows that the degree of universality
depends sensitively on the choice of the linking length param-
eter b.

One could expect that for a given value of b, the FOF al-
gorithm defines the boundary of a halo as corresponding to a
certain isodensity surface, at least in the limit of large number
of particles. Frenk et al. (1988) indicate that the overdensity
(defined with respect to the mean density of the universe: δ =
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Take home message(s)

The properties of FOF halos can be well 
understood in terms of continuum 
percolation theory.

Overdensity of FOF halos : NOT equal to 180, but is 
dependent on linking length and concentration.

Resolution dependence of the FOF halo mass.

Universality of the FOF halo mass function is perhaps 
a coincidence.
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FOF: A percolation algorithm

Single free parameter:
Linking length, often quoted  in terms of the mean inter-particle separation: b

Surhud More, KICP Galaxy Clusters: the Crossroads of 
Astrophysics and Cosmology

Used to identify structure in 
galaxy distribution based on 
physical proximity

Huchra and Geller 1982, Press and Davis 
1982, Einasto et al. 1984, Eke et al. 2004, 
Berlind et al. 2006

Useful to identify structures in 
numerical simulations too.

See Knebe et al. 2011 for a long list of 
halo finders using FOF
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Short introduction to percolation

Web applet from:
R. Gonsalves, University of Buffalo 

Terms from percolation theory
Critical threshold for percolation: 
Infinite cluster
Strength of infinite cluster: 

pc

P∞
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Swiss cheese model
Spheres of size R, distributed in a Poisson manner

Probability of a given point to belong to at least one 
sphere

Overlapping spheres form a network of friends
(cluster)

Critical density threshold

Continuum percolation
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ncrit =
nc

(2R)3
=

nc

(bl̄)3
nc = 0.652960 ± 0.000005

Lorenz & Ziff 2001
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Simulated FOF halos

Monte carlo realizations of spherically 
symmetric NFW haloes with varying 
number of particles
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100, and 1000 realizations for halos with 104, 103, and 100
particles, respectively. As the particle distribution extends up
to 2R180, the actual number of particles used in each of the
realizations is larger than N180 roughly by a factor of 1.4. We
run the FOF halo finder on each of the halo realizations with
a linking length equal to 0.2 l̄. The algorithm links particles
with each other if they are closer than the linking length. In
what follows, we restrict our attention to the largest group that
is found by the FOF algorithm.

Figures 1,2, and 3 show the fraction of particles in a Monte
Carlo halo, faccept, that are grouped into the central halo by the
FOF algorithm at a given radius as a function of radius, local
density, and enclosed overdensity, respectively. Although we
generate realizations of spherically symmetric halos with no
physical substructure, the figures show that the boundary of
the FOF-identified halos is not sharp. The particles joined into
the FOF group span a range of radii and overdensities. The
“fuzziness” of the boundary increases dramatically for real-
izations with the smallest number of particles. Note, however,
that even for realizations with millions of particles, faccept as a
function of radius or overdensity does not converge to a step
function, but rather converges to a well-defined shape span-
ning a range of radii. This implies that the boundary selected
by the FOF algorithm is inherently fuzzy.

Figure 2 also clearly shows that the local overdensity of
majority of particles within the fuzzy FOF boundary is larger
than n180. Correspondingly, the mean enclosed overdensity
within this boundary is also much larger than 180, contrary to
what is usually assumed for b = 0.2 linking length (Fig. 3).

The particles that are joined into an FOF group depend upon
the percolation properties of the particle distribution. In the
Appendix, we show that the behavior of faccept as a function
of radius and overdensity demonstrated by Figures 1-3 can be
understood in the framework of percolation theory. For ex-
ample, percolation theory predicts that for a uniform particle
distribution percolation (i.e., formation of a group spanning
the entire region) should occur at the local number density
equal to a critical value of

ncrit =
nc

(bl̄)3
, (5)

This corresponds to the local overdensity (with respect to the
mean density n̄ = l̄−3) of

δcrit ≡
ncrit

l̄−3
− 1 = nc b−3 − 1. (6)

Here nc is a universal constant that arises in the percolation
problem of spheres that follow a Poisson distribution. The
value of this constant has been calibrated via extensive Monte
Carlo experiments (Lorenz & Ziff 2001):

nc = 0.652960 ± 0.000005 . (7)

We can expect that the boundary of FOF halos should ap-
proximately correspond to ncrit because percolation across a
radial bin will be inhibited at smaller densities. For our choice
of b = 0.2, this corresponds to ncrit = 81.62 l̄−3, i.e. local over-
density δcrit = 80.62. This overdensity is shown by the vertical
line in Figure 2, while vertical lines in Figures 1 and 3 show
the corresponding radius and enclosed mean overdensity. The
figures show that percolation threshold does indeed predict a
characteristic overdensity and radius roughly in the middle of
the FOF boundary range. In the Appendix, we show that per-
colation theory also explains the shape of faccept as a function

Fig. 1.— The fraction of particles that are joined into the largest group
by the FOF algorithm with b = 0.2 as a function of the radius (in units of
the radius R180) enclosing the mean overdensity ∆ = 180 for Monte Carlo
realizations of spherical NFW halos with varying number of particles, N180
(lines of different style and color, as indicated in the legend). The vertical
solid line marks the radius at which the density equals the critical threshold
for percolation (eqs. 5 and 6).

Fig. 2.— Same as Figure 1 but as a function of the local number density
(calculated analytically using the position of the particle), in units of the local
number density at R180.

of radius and overdensity for n > ncrit, and the increase in the
fuzziness of the boundary with decreasing number of particles
used.

For our immediate purposes, however, we can consider the
empirical results of our Monte Carlo tests for the overdensities
of the FOF halos. In the next section, we present a simple
analytic model that describes this overdensity as a function of
linking length b and halo concentration c.
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of radius and overdensity for n > ncrit, and the increase in the
fuzziness of the boundary with decreasing number of particles
used.

For our immediate purposes, however, we can consider the
empirical results of our Monte Carlo tests for the overdensities
of the FOF halos. In the next section, we present a simple
analytic model that describes this overdensity as a function of
linking length b and halo concentration c.

Friday, March 11, 2011



Surhud More, KICP Galaxy Clusters: the Crossroads of 
Astrophysics and Cosmology

Concentration dependence of overdensity
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Fig. 3.— Same as Figure 1 but as a function of the average enclosed over-
density, ∆enc, normalized to overdensity of 180.

Fig. 4.— The overdensity of halos as a function of the concentration of halos
selected by the FOF algorithm for three representative values of the linking
length b = 0.17, 0.20, 0.23 shown by the short-dashed, solid, and long-dashed
lines, respectively.

3. CONCENTRATION DEPENDENCE OF THE ENCLOSED FOF
OVERDENSITY

3.1. Analytical model
In the previous section we showed that the boundary of the

FOF algorithm corresponds to a wide range of local overden-
sities (with the width of the range dependent on the num-
ber of particles in a halo) around a characteristic local den-
sity ncrit = nc (b l̄)−3 or the corresponding local overdensity
δcrit ≡ ncrit/n̄ − 1 = nc b−3 − 1. For the commonly used
value of the linking length parameter b = 0.2, δcrit = 80.62.
Given the characteristic local overdensity at the boundary, it
is straightforward to derive an analytical expression for the
average enclosed overdensity assuming that halos have NFW

density profiles.
Let us denote the number of particles selected by the FOF

algorithm as N∆, and the effective spherical radius enclosing
these particles as R∆, where ∆ is the overdensity of the FOF
halo which we wish to determine. Evaluating the number den-
sity at R∆ using equations 1 and 2, and equating it to the crit-
ical number density, ncrit yields




N∆
4πR3

∆




c3
∆

µ(c∆)
1

c∆(1 + c∆)2 = nc(b l̄)−3 . (8)

Note that here c∆ ≡ R∆/rs is the concentration defined with
respect to R∆.

The enclosed overdensity, ∆, of the halo is then given by

∆=




3N∆
4πR3

∆
l̄−3


 − 1 (9)

= 3 ncb−3 µ(c∆)(1 + c∆)2

c2
∆

− 1 . (10)

This explicitly shows that the overdensity of an FOF halo de-
pends not only upon the linking length parameter, b, but also
upon its concentration. In Figure 4, we show the average FOF
halo overdensity as a function of the concentration, c∆, for
three representative values of b.

Note that one needs to know the concentration-mass rela-
tion to predict the overdensity of halos as a function of the
FOF halo mass. The concentration of halos depends upon the
radius of the halo (and hence the overdensity definition). The
concentration and the average overdensity of FOF halos as a
function of their mass can be calculated using the following
steps. (i) As a first guess, we assume that FOF halos have a
certain overdensity (say ∆i) with respect to the background.
(ii) We use the concentration-virial mass relation given by
Zhao et al. (2009)7 and convert it to a concentration-mass re-
lation for halos with overdensity ∆i. (iii) This concentration is
used to find a new overdensity using Eq. 10. We repeat steps
(ii) and (iii) until we converge to a value of overdensity (and
concentration).

Note that since the concentration of a halo depends on cos-
mology, redshift, and halo mass, the enclosed overdensity of
halos selected by the FOF algorithm also depends upon cos-
mology, redshift, and mass. Furthermore, even for a fixed cos-
mology, redshift, and mass, halo concentrations exhibit sub-
stantial scatter and we can therefore expect a corresponding
scatter in enclosed overdensities. We will consider these de-
pendencies and scatter in the next section, where we compare
the predictions of equation 10 to overdensities of FOF halos
identified in cosmological simulations.

3.2. Comparison with cosmological simulations
To test the simple model presented in the previous section,

we compare predictions of equation 10 with actual overdensi-
ties of halos identified in dissipationless cosmological simu-
lations of the ΛCDM model. Halos have been identified using
the FOF algorithm with different linking lengths b and at dif-
ferent redshifts in two cosmological simulations of the same
flatΛCDM cosmology: the matter and baryon density in units
of the critical density Ωm = 1 − ΩΛ = 0.27 and Ωb = 0.0469,

7 Zhao et al. (2009) calibrate concentration-mass relation for concentra-
tion and masses defined with respect to the radius enclosing virial overden-
sity, ∆vir.

Percolation predicted 
boundary of the FOF halo

Overdensity:

∆ =

∫
r∆

0
n(r)4πr

2dr

4

3
πr

3
∆

− 1

n(r∆) = ncrit =
nc

(bl̄)3
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Fig. 5.— Enclosed overdensities of the FOF halos identified with linking
lengths b = 0.085, 0.17, and 0.20 in the Bolshoi and MultiDark simulations.
In each panel, the dashed lines show the median overdensity, while the dot-
ted lines show the 16 and 84 percentiles of the distribution. The blue and
purple lines correspond to the results of the Bolshoi and MultiDark simula-
tions, respectively. The grey points show halos from the Bolshoi simulation
(the MultiDark halos are not shown for clarity). The red solid lines show the
prediction of our model given by eq. 10 and concentration–mass relation of
Zhao et al. (2009). The red dotted lines show the rms scatter predicted by the
model, if we assume a scatter of 0.14 dex of concentrations at a given mass.

the Hubble constant h = H0/(100 km s−1 Mpc−1) = 0.70,
the rms amplitude of linear fluctuations in spheres of radius
8h
−1 Mpc σ8 = 0.82, and the power law slope of the initial

power spectrum, ns = 0.95.
The first is the Bolshoi simulation of a cubic volume of

size LB = 250 h
−1Mpc, described in detail in Klypin et al.

(2010), while the second is the MultiDark simulation of vol-
ume size LMD = 1 h

−1Gpc (Prada et al., in preparation)8.

8 Data from both simulations are publicly available at

Both simulations followed the evolution of 20483 particles,
which corresponds to particle masses of 1.36 × 108

h
−1M⊙

and 8.72 × 109
h
−1M⊙ for the Bolshoi and MultiDark simula-

tions, respectively. The peak spatial resolution was 1 h
−1kpc

and 7 h
−1kpc in these simulations, respectively.

The FOF algorithm used to identify halos in these simula-
tions is based on the minimal spanning tree and is described
in Knebe et al. (2011). Given that the shape of the FOF ha-
los can be arbitrary and rather complicated, measurement of
their volume is not trivial. We estimate the volume employing
the following procedure. For each FOF halo, the three dimen-
sional distribution of particles is projected onto a two dimen-
sional plane perpendicular to one of the coordinate axis (e.g.,
the x-axis in the following). A grid of cells of size s = b l̄ is
then overlaid on this plane. The volume occupied by particles
in each individual cell i is estimated as

Vi,x = s
2 × (xmax − xmin), (11)

where xmin and xmax are the minimum and maximum x coor-
dinates of particles in the cell and xmax − xmin is the extent of
the particle distribution along x. The total volume of the halo,
Vx is calculated as a sum over all cells containing particles
Vx = ΣiVi,x. This procedure is repeated for the other two axes
and the final halo volume is assumed to be the maximum of
Vx, Vy, and Vz.

The procedure used for estimating the volume roughly ap-
proximates the convex hull algorithm.9 It is designed to avoid
the pitfall of estimating volume using 3D grid as a sum of
cells containing particles. Such estimate leaves many empty
cells within the halo unaccounted for. Moreover, such method
does not converge to a well-defined volume value as the 3D
grid cell size is varied.

Figure 5 shows overdensities of individual FOF halos se-
lected from simulations as a function of the FOF halo mass
selected using different linking length parameters. The three
panels show results for FOF with linking lengths b = 0.085,
b = 0.17 and b = 0.2. In each panel, the dashed lines show
the median overdensity as a function of halo mass, while the
dotted lines show the 16 and 84 percentiles of the distribution.
The blue (short-dashed) and purple (long-dashed) lines corre-
spond to the results of the Bolshoi and MultiDark simulations,
respectively. The red solid lines show the prediction for the
overdensity of FOF halos as a function of halo mass given by
eq. 10 and concentration–mass relation of Zhao et al. (2009).
The red dotted lines show the rms scatter predicted by the
model, if we assume scatter of 0.14 dex of concentrations at
a given mass, as measured in cosmological simulations (e.g.,
Wechsler et al. 2002).

The figure shows that the simple model of equation 10 cap-
tures the median overdensities of FOF halos at these differ-
ent linking lengths rather well. The scatter of overdensities
in simulated halos is also consistent with the scatter expected
for the scatter in concentrations. The mass dependence of ∆
is qualitatively consistent in the model and simulations, ex-
cept perhaps at the smallest and largest masses. At small
masses overdensities of simulated halos exhibit a downturn
in both the Bolshoi and MultiDark simulations. The masses
at which the downturn occurs are different in the two simu-
lations. This downturn is due to the percolation properties of
halos represented by small particle numbers, as we discuss in
more detail in § 5 below and in the Appendix. Note, for ex-

http://www.multidark.org/MultiDark/ .
9 http://en.wikipedia.org/wiki/Convex hull

Predictions work 
remarkably well for 
different linking lengths.

Scatter in overdensities 
due to scatter in 
concentration.

Blue: Bolshoi
Magenta: MultiDARK

Red: Predictionsz=0.0
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Fig. 5.— Enclosed overdensities of the FOF halos identified with linking
lengths b = 0.085, 0.17, and 0.20 in the Bolshoi and MultiDark simulations.
In each panel, the dashed lines show the median overdensity, while the dot-
ted lines show the 16 and 84 percentiles of the distribution. The blue and
purple lines correspond to the results of the Bolshoi and MultiDark simula-
tions, respectively. The grey points show halos from the Bolshoi simulation
(the MultiDark halos are not shown for clarity). The red solid lines show the
prediction of our model given by eq. 10 and concentration–mass relation of
Zhao et al. (2009). The red dotted lines show the rms scatter predicted by the
model, if we assume a scatter of 0.14 dex of concentrations at a given mass.

the Hubble constant h = H0/(100 km s−1 Mpc−1) = 0.70,
the rms amplitude of linear fluctuations in spheres of radius
8h
−1 Mpc σ8 = 0.82, and the power law slope of the initial

power spectrum, ns = 0.95.
The first is the Bolshoi simulation of a cubic volume of

size LB = 250 h
−1Mpc, described in detail in Klypin et al.

(2010), while the second is the MultiDark simulation of vol-
ume size LMD = 1 h

−1Gpc (Prada et al., in preparation)8.

8 Data from both simulations are publicly available at

Both simulations followed the evolution of 20483 particles,
which corresponds to particle masses of 1.36 × 108

h
−1M⊙

and 8.72 × 109
h
−1M⊙ for the Bolshoi and MultiDark simula-

tions, respectively. The peak spatial resolution was 1 h
−1kpc

and 7 h
−1kpc in these simulations, respectively.

The FOF algorithm used to identify halos in these simula-
tions is based on the minimal spanning tree and is described
in Knebe et al. (2011). Given that the shape of the FOF ha-
los can be arbitrary and rather complicated, measurement of
their volume is not trivial. We estimate the volume employing
the following procedure. For each FOF halo, the three dimen-
sional distribution of particles is projected onto a two dimen-
sional plane perpendicular to one of the coordinate axis (e.g.,
the x-axis in the following). A grid of cells of size s = b l̄ is
then overlaid on this plane. The volume occupied by particles
in each individual cell i is estimated as

Vi,x = s
2 × (xmax − xmin), (11)

where xmin and xmax are the minimum and maximum x coor-
dinates of particles in the cell and xmax − xmin is the extent of
the particle distribution along x. The total volume of the halo,
Vx is calculated as a sum over all cells containing particles
Vx = ΣiVi,x. This procedure is repeated for the other two axes
and the final halo volume is assumed to be the maximum of
Vx, Vy, and Vz.

The procedure used for estimating the volume roughly ap-
proximates the convex hull algorithm.9 It is designed to avoid
the pitfall of estimating volume using 3D grid as a sum of
cells containing particles. Such estimate leaves many empty
cells within the halo unaccounted for. Moreover, such method
does not converge to a well-defined volume value as the 3D
grid cell size is varied.

Figure 5 shows overdensities of individual FOF halos se-
lected from simulations as a function of the FOF halo mass
selected using different linking length parameters. The three
panels show results for FOF with linking lengths b = 0.085,
b = 0.17 and b = 0.2. In each panel, the dashed lines show
the median overdensity as a function of halo mass, while the
dotted lines show the 16 and 84 percentiles of the distribution.
The blue (short-dashed) and purple (long-dashed) lines corre-
spond to the results of the Bolshoi and MultiDark simulations,
respectively. The red solid lines show the prediction for the
overdensity of FOF halos as a function of halo mass given by
eq. 10 and concentration–mass relation of Zhao et al. (2009).
The red dotted lines show the rms scatter predicted by the
model, if we assume scatter of 0.14 dex of concentrations at
a given mass, as measured in cosmological simulations (e.g.,
Wechsler et al. 2002).

The figure shows that the simple model of equation 10 cap-
tures the median overdensities of FOF halos at these differ-
ent linking lengths rather well. The scatter of overdensities
in simulated halos is also consistent with the scatter expected
for the scatter in concentrations. The mass dependence of ∆
is qualitatively consistent in the model and simulations, ex-
cept perhaps at the smallest and largest masses. At small
masses overdensities of simulated halos exhibit a downturn
in both the Bolshoi and MultiDark simulations. The masses
at which the downturn occurs are different in the two simu-
lations. This downturn is due to the percolation properties of
halos represented by small particle numbers, as we discuss in
more detail in § 5 below and in the Appendix. Note, for ex-

http://www.multidark.org/MultiDark/ .
9 http://en.wikipedia.org/wiki/Convex hull

Predictions work 
remarkably well for 
different linking lengths.

Scatter in overdensities 
due to scatter in 
concentration.

Blue: Bolshoi
Magenta: MultiDARK

Red: Predictionsz=0.0
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Fig. 6.— Overdensities of the FOF halos identified with b = 0.17 in the Bolshoi and MultiDark simulations at redshifts z = 0.0, 1.0, and 2.5 along with median
and scatter (red solid and dotted line) predicted by our model (eq. 10). The line types and colors are as in Figure 5.

Some of the discrepancy between equation 13 and Courtin
et al. simulation results could also be due to the fact that their
points comprised simulations of different cosmologies all us-
ing the same power spectrum and normalization σ8 at z = 0,
while our prediction is made for a single cosmology as a func-
tion of redshift. Given that concentrations of halos in a given
cosmology depend not only on Ωm, but also on σ8, results of
Courtin et al. (2010) for buni − ∆vir scaling are likely not uni-
versal. For example, for cosmology with the same Ωm and
ΩΛ but different values of σ8, halo concentrations, and hence
value of buniv, will be different but ∆vir will be the same.

Incidentally, the dependence of enclosed overdensity of
FOF halos on concentration could also explain why deviations
of the halo mass function from universality at different red-
shifts have been found to be considerably smaller for the FOF
halos identified with constant b than for the SO mass function
with masses defined using constant overdensity (White 2002;
Lukić et al. 2007; Tinker et al. 2008; Courtin et al. 2010). This
more universal behavior could, in principle, be an indication
that the FOF somehow identifies halos better related to the
initial density field or assigns mass to halos more correctly
than the SO algorithm. This would, of course, be interesting
for understanding the physical origin of the universality of the
mass function.

However, given the significant bridging effect for b ≈ 0.2
discussed above, one should already be skeptical that some
deep physics underlies a more universal behavior of the b=0.2
FOF mass functions. In addition, our results imply that
smaller deviations of the FOF halo mass function from uni-
versality are also due to a partial cancellation of some of the
redshift evolution of the halo mass function by redshift evo-
lution of halo concentrations. Indeed, for ΛCDM models for
which these deviations with redshift have been studied, the
enclosed overdensities for high-mass FOF halos at z = 0,
when halo concentrations are relatively high, are ∼ 300−400.
These overdensities are close to the virial overdensity of halos
in the ΛCDM cosmology. At higher redshifts, however, halo
concentrations decrease as c(M, z) ∝ (1 + z)−1 (Bullock et al.
2001) until they reach a floor value of ≈ 4 (Zhao et al. 2003a,
2009). For c ∼ 4, the overdensity of FOF halos should ap-
proach ∼ 250 (see Fig. 4), which is close to the virial overden-
sity at high redshifts where Ωm(z) is closer to unity. The FOF
overdensity thus roughly tracks the virial overdensity in the

concordance ΛCDM cosmology. However, we stress that this
rough tracking is coincidental. This is because halo concen-
trations depend on the halo formation times (e.g., Wechsler
et al. 2002; Neto et al. 2007; Zhao et al. 2009), which in turn
depend on power spectrum normalization among other things.
Thus, concentrations would still evolve with redshift in the
Einstein-de SitterΩm = 1 cosmology, even though virial over-
density would not. The deviations of the FOF mass function
from universality would therefore also be affected by power
spectrum normalization, or any other parameter that affects
concentrations.

5. MASSES OF FOF HALOS

5.1. Masses of the idealized FOF halos in the context of

percolation theory

Using Monte Carlo simulations of isothermal halos with
varying numerical resolution, Warren et al. (2006) were the
first to demonstrate that the mass of halos selected by the FOF
algorithm depends upon the resolution with which the halo is
sampled. They found that at lower resolutions the FOF al-
gorithm assigns systematically larger masses to halos. They
devised an empirical formula to correct the effects of such
systematic bias on the halo mass function. More recently,
Lukić et al. (2009) carried out Monte Carlo simulations of
NFW halos and found a qualitatively similar effect (see also
Bhattacharya et al. 2010). They also devised an empirical for-
mula to correct for the resolution-dependent mass bias for the
specific case of b = 0.2 and idealized spherical NFW halos
that they studied. Lukić et al. (2009) showed that this correc-
tion depends not only on the number of particles but also upon
the concentration of the halo.

As can be seen from Figure 1, our experiments also reveal
a qualitatively similar effect. The boundary identified by the
FOF algorithm significantly widens with decreasing number
of halo particles. Therefore, the mass selected by the FOF
algorithm also increases with decreasing number of particles.
In Figure 8, we show the mass of the halo identified by FOF
for each of our spherical Monte Carlo halos normalized by
M∆, the mass expected within the overdensity predicted by
using Eq. 10. We plot this quantity as a function of Lsize given
by

Lsize =
2R∆

bl̄
=

2
b

�
3N∆

4π∆

�1/3
. (15)

And at high redshift
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Fig. 7.— Universality of FOF halo mass function. The linking length parameter, buniv that minimizes deviations of mass functions in different cosmologies from
universal form. Square points and dot dashed line shows the empirical relation derived by Courtin et al. (2010). The dotted line shows the commonly assumed
scaling between overdensity and linking length parameter, b. The solid (blue) line shows our analytical prediction assuming the concentration of a 1014 h−1M⊙
halo (computed using eq. 13, see text for details.).

Note that by definition Lsize approximately corresponds to the
inverse of the fractional accuracy with which a halo bound-
ary can ever be identified by the FOF algorithm and it de-
pends upon the resolution of the halo via N∆. As described in
the appendices, Lsize is thus the appropriate parameter to use
from the standpoint of percolation theory to parameterize the
dependence of FOF mass for a given halo on the numerical
resolution.

Figure 8 shows that FOF mass can be systematically biased
high by ≈ 10 − 20% for Lsize � 10. Most of the modern
state-of-the-art simulations are in this regime. For example,
the Bolshoi and MultiDark simulations used in the previous
section, followed evolution of 20483 ≈ 8.59× 109 particles in
boxes of 250h−1 Mpc and 1000h−1 Mpc, respectively. For
b = 0.2, these simulations have bl̄ of ≈ 24.4h−1 kpc and
≈ 97h−1 kpc, respectively. Thus, Lsize ≤ 10 corresponds to
halos with virial radii R∆ ≤ 122h−1 kpc and R∆ ≤ 488h−1 kpc,
respectively, both well within the range of halos resolved by
these simulations. A wider range of masses would be affected
for lower resolution simulations. Dependence of Lsize on the
number of particles in a halo for the choice of b = 0.2 and
typical halo concentration is presented in Figure 16 in the Ap-
pendix, which shows that Lsize � 10 for N∆ � 104.

In the Appendix, we show that the extra mass identified by
the FOF algorithm at a given resolution (i.e., a given Lsize) can
be accurately corrected by the following formula motivated by

percolation theory:

M∞fof = Mfof

�
1 + 0.22α L−1/ν

size

�����
∂ ln M∆
∂p

�����

�−1

. (16)

Here, M∞fof denotes the mass of the halo that FOF would iden-
tify at infinite resolution, ν is a critical exponent from perco-
lation theory and is ≈ 1.33 in our case (see the Appendix for
details), α denotes the logarithmic slope of the halo density
profile at the percolation theory predicted boundary, R∆. For
an NFW density profile, α is given by

α = 1 +
2 c∆

1 + c∆
. (17)

The probability p(r) (see Appendix for the connection to per-
colation theory) at a given radius depends upon the number
density of particles at that radius, n(r), via

p(r) = 1 − exp
�
−π

6
(bl̄)3n(r)

�
, (18)

and ∂ ln M∆/∂p denotes the derivative of the logarithm of the
mass with respect to p at the percolation threshold predicted
boundary, R∆. Larger values of Lsize correspond to higher res-
olution and the mass measured by the FOF algorithm tends
to M∞fof asymptotically. Note that our correction formula de-
pends upon the number of halo particles, N∆, the linking
length parameter b, and the concentration parameter, c∆.

The circles in Figure 8 show the result of this correction.
The figure shows that the mass corrected by this formula

The FOF mass function is 
universal for different 
cosmologies at different 
redshifts if b is adjusted.

Courtin et al. 2010

Blue line: Percolation 
theory prediction

(

b

0.2

)

−3

=

(

∆ + 1

244.86

)

c2
∆

µ(c∆)(1 + c∆)2
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Fig. 8.— The fraction, Mfof/M∆, where Mfof is the halo mass selected by

the FOF algorithm and M∆ is the mass within the overdensity given by Eq. 10

as a function of the resolution with which the halo is sampled. Squares show

the fraction obtained by running FOF on our simulated NFW halos. Triangles

show the fraction after the FOF masses were corrected by the formula given

by Warren et al. (2006). Open circles show the fraction predicted by Eq. 16

and it corresponds to the fraction if the FOF algorithm was run on a halo with

infinite resolution. Finally, filled circles show the fraction after correcting the

open circles for the boundary profile of halos selected by FOF.

Fig. 9.— The mass of halos selected by the FOF algorithm with b = 0.2
relative to the mass within overdensity of 200 times the critical density of

the Universe for halos with different concentration, c200c ≡ R200c/rs. Results

of Monte Carlo realizations of spherical NFW halos by Lukić et al. (2009)

are shown by squares, while predictions of our model for each concentration

given by eq. 16 and after applying the additional FOF boundary correction

are shown by solid lines.

is independent of Lsize. The triangles, on the other hand,

show the empirical correction of Warren et al. (2006), which

clearly fails to correct the effect fully. This is not surprising

as this formula was devised to correct resolution bias in the
halo mass function, rather than mass of individual idealized

NFW halos. As we show below, other resolution effects affect

masses of real CDM halos and thereby the halo mass func-

tion. The presented exercise simply indicates that the formula

of Warren et al. (2006) does not describe the mass bias of ide-

alized halos considered here.

Also note that even at infinite resolution the FOF algorithm

selects a mass which is smaller than M∆ by ≈ 2%. This is be-

cause the boundary of FOF halos is not a step function even

at infinite resolution (see Fig. 1). We defer detailed discus-

sion of this effect to the Appendix and show that this small

additional correction can also be calculated from percolation

theory. The bold circles in Fig. 8 show the result of correcting

the masses taking into account this additional small effect. As

the figure shows, the full correction brings the value of the

FOF halo masses in good agreement with the true mass M∆.

Figure 9 shows the results of the Monte Carlo realizations

of spherical NFW halos of differing concentrations carried out

by Lukić et al. (2009, shown by squares) and predictions of

our model (shown by solid lines). These authors applied the

FOF algorithm with b = 0.2 to identify halos from the real-

izations and showed that FOF mass of halos depends on con-

centration of their density distribution. Lukić et al. (2009)

defined both the reference halo mass, M200c, and concentra-

tion, c200c, relative to the radius, R200c, enclosing overdensity

of 200 times the critical density of the universe. They found

that FOF mass is generally significantly different than M200c
and the difference depends on c200c and the number of parti-

cles in a halo (effect similar to that discussed above).

We show our percolation theory-motivated prediction for

the ratio of the FOF halo masses to M200c calculated by using

Eq. 16 and after applying the correction for the boundary of

the halo as solid lines in Figure 9. The prediction is in ex-

cellent agreement with the results of Lukić et al. (2009) and

it accurately captures the dependence of Mfof/M200c ratio on

the concentration and particle number found by Lukić et al.

(2009). We would like to note that the correction formula

presented Lukić et al. (2009) is a numerical fit to their results

and is only valid for the linking length parameter, b = 0.2 for

which they calibrate their correction. The correction based on

equation 16 is valid for different values of b, concentrations,

and values of the numerical resolution (Lsize).

In the Appendix, we also test our correction against simu-

lated halos with varying slopes of the number density profile

and show that it works remarkably well for different slopes.

We also show that we are able to explain the empirical results

for isothermal halos
11

found by Warren et al. (2006).

Given that the density of CDM halos decreases rapidly near

the outer virialized regions, an overestimate of mass for small

Lsize and N∆ corresponds to an underestimate of the enclosed

overdensities of FOF halos. This underestimate can be seen

in the form of downturn of overdensity for halos from ΛCDM

simulations observed in Figures 5 and 6. For a fixed mass and

fixed value of b, the Bolshoi simulation has a larger value of

Lsize than the MultiDark simulation. This explains why the

downturn occurs at lower halo masses for the Bolshoi than

for the MultiDark simulation. It is also clear from Eq. 16, that

Lsize ∝ b−1
, and therefore the downturn in overdensity shifts

to smaller masses for decreasing values of b.

11
We note that the empirical formula given by Warren et al. (2006) does

not explain the results of their isothermal halos.

First observed by Warren 
et al. (2006) using 
idealized experiments of 
isothermal haloes

Proposed a correction 
based upon the number of 
particles in the FOF halo

(Resolution)

Lukic et al. (2009)
subsequently carried out 
tests with idealized NFW 
halos with varying 
concentration
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Fig. 13.— The probability p as a function of the radius (left panel) and probability to be a part of an infinite cluster, P∞, as a function of p (right panel) for the

Monte Carlo realizations of spherical NFW halos (c = 10) analyzed in § 2. In the left panel the critical threshold for percolation pc is shown with the horizontal

dashed line. In the right panel pc is shown by the solid vertical line; different line types correspond to halo realizations with different numbers of particles, with

line types and colors corresponding to the same halos as in Figure 1 (from left to right lines correspond to N180 from 100 to 10
7

particles.

Fig. 14.— The left hand panel shows the strength of the infinite cluster, P∞, as a function of p − pc for our Monte Carlo realizations of spherical NFW halos.

Different line types correspond to halos generated with varying numbers of particles. Line types and colors correspond to the same halos as in Figure 1. The

right hand panel shows the strength as a function of p, for the highest resolution halo. The solid red line shows prediction of the percolation theory for a uniform

distribution of particles.

We denote the fraction of spheres at any given radius that belong to the infinite cluster by faccept. This fraction is simply the

ratio of the strength of the infinite cluster to the probability for any point to belong to any sphere:

faccept =
P∞
p
. (B1)

In the right panel of Figure 13, we show P∞ as a function of p for the NFW halo realizations. The line types and colors are the

same as in Figures 1 to 4. For p � pc, faccept = 1 and p faccept = p. Near the percolation threshold pc, the fraction faccept falls

steadily from one to zero in a way that depends upon the mean interparticle separation in the halo relative to the linking length.

We first investigate the strength of the infinite cluster, P∞, for p > pc. In the left panel of Figure 14, we show the dependence

of P∞ on p − pc for p > pc, obtained by analysing the boundary of the NFW halo realizations identified by the FOF. The bold

grey line shows the percolation theory prediction given by eq. A3 with β = 0.43. This prediction is in a very good agreement

with the results of the Monte Carlo simulations over an order of magnitude in probability p for the realizations with the largest

number of particles. In the right hand panel, we compare this prediction to the results from the highest resolution halo. We find

that percolation theory describes the behavior of the FOF boundary for p > pc quite well. This explains why our empirical results

for the FOF boundary do not converge to a step function.

Note that the simple scaling of eq. A3 predicts that P∞ → 0 as p→ pc. This scaling, however, is correct strictly for a uniform

Lsize =
2R∆

bl̄
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Fig. 8.— The fraction, Mfof/M∆, where Mfof is the halo mass selected by

the FOF algorithm and M∆ is the mass within the overdensity given by Eq. 10

as a function of the resolution with which the halo is sampled. Squares show

the fraction obtained by running FOF on our simulated NFW halos. Triangles

show the fraction after the FOF masses were corrected by the formula given

by Warren et al. (2006). Open circles show the fraction predicted by Eq. 16

and it corresponds to the fraction if the FOF algorithm was run on a halo with

infinite resolution. Finally, filled circles show the fraction after correcting the

open circles for the boundary profile of halos selected by FOF.

Fig. 9.— The mass of halos selected by the FOF algorithm with b = 0.2
relative to the mass within overdensity of 200 times the critical density of

the Universe for halos with different concentration, c200c ≡ R200c/rs. Results

of Monte Carlo realizations of spherical NFW halos by Lukić et al. (2009)

are shown by squares, while predictions of our model for each concentration

given by eq. 16 and after applying the additional FOF boundary correction

are shown by solid lines.

is independent of Lsize. The triangles, on the other hand,

show the empirical correction of Warren et al. (2006), which

clearly fails to correct the effect fully. This is not surprising

as this formula was devised to correct resolution bias in the
halo mass function, rather than mass of individual idealized

NFW halos. As we show below, other resolution effects affect

masses of real CDM halos and thereby the halo mass func-

tion. The presented exercise simply indicates that the formula

of Warren et al. (2006) does not describe the mass bias of ide-

alized halos considered here.

Also note that even at infinite resolution the FOF algorithm

selects a mass which is smaller than M∆ by ≈ 2%. This is be-

cause the boundary of FOF halos is not a step function even

at infinite resolution (see Fig. 1). We defer detailed discus-

sion of this effect to the Appendix and show that this small

additional correction can also be calculated from percolation

theory. The bold circles in Fig. 8 show the result of correcting

the masses taking into account this additional small effect. As

the figure shows, the full correction brings the value of the

FOF halo masses in good agreement with the true mass M∆.

Figure 9 shows the results of the Monte Carlo realizations

of spherical NFW halos of differing concentrations carried out

by Lukić et al. (2009, shown by squares) and predictions of

our model (shown by solid lines). These authors applied the

FOF algorithm with b = 0.2 to identify halos from the real-

izations and showed that FOF mass of halos depends on con-

centration of their density distribution. Lukić et al. (2009)

defined both the reference halo mass, M200c, and concentra-

tion, c200c, relative to the radius, R200c, enclosing overdensity

of 200 times the critical density of the universe. They found

that FOF mass is generally significantly different than M200c
and the difference depends on c200c and the number of parti-

cles in a halo (effect similar to that discussed above).

We show our percolation theory-motivated prediction for

the ratio of the FOF halo masses to M200c calculated by using

Eq. 16 and after applying the correction for the boundary of

the halo as solid lines in Figure 9. The prediction is in ex-

cellent agreement with the results of Lukić et al. (2009) and

it accurately captures the dependence of Mfof/M200c ratio on

the concentration and particle number found by Lukić et al.

(2009). We would like to note that the correction formula

presented Lukić et al. (2009) is a numerical fit to their results

and is only valid for the linking length parameter, b = 0.2 for

which they calibrate their correction. The correction based on

equation 16 is valid for different values of b, concentrations,

and values of the numerical resolution (Lsize).

In the Appendix, we also test our correction against simu-

lated halos with varying slopes of the number density profile

and show that it works remarkably well for different slopes.

We also show that we are able to explain the empirical results

for isothermal halos
11

found by Warren et al. (2006).

Given that the density of CDM halos decreases rapidly near

the outer virialized regions, an overestimate of mass for small

Lsize and N∆ corresponds to an underestimate of the enclosed

overdensities of FOF halos. This underestimate can be seen

in the form of downturn of overdensity for halos from ΛCDM

simulations observed in Figures 5 and 6. For a fixed mass and

fixed value of b, the Bolshoi simulation has a larger value of

Lsize than the MultiDark simulation. This explains why the

downturn occurs at lower halo masses for the Bolshoi than

for the MultiDark simulation. It is also clear from Eq. 16, that

Lsize ∝ b−1
, and therefore the downturn in overdensity shifts

to smaller masses for decreasing values of b.

11
We note that the empirical formula given by Warren et al. (2006) does

not explain the results of their isothermal halos.

Lsize =
2R∆

bl̄
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Fig. 8.— The fraction, Mfof/M∆, where Mfof is the halo mass selected by

the FOF algorithm and M∆ is the mass within the overdensity given by Eq. 10

as a function of the resolution with which the halo is sampled. Squares show

the fraction obtained by running FOF on our simulated NFW halos. Triangles

show the fraction after the FOF masses were corrected by the formula given

by Warren et al. (2006). Open circles show the fraction predicted by Eq. 16

and it corresponds to the fraction if the FOF algorithm was run on a halo with

infinite resolution. Finally, filled circles show the fraction after correcting the

open circles for the boundary profile of halos selected by FOF.

Fig. 9.— The mass of halos selected by the FOF algorithm with b = 0.2
relative to the mass within overdensity of 200 times the critical density of

the Universe for halos with different concentration, c200c ≡ R200c/rs. Results

of Monte Carlo realizations of spherical NFW halos by Lukić et al. (2009)

are shown by squares, while predictions of our model for each concentration

given by eq. 16 and after applying the additional FOF boundary correction

are shown by solid lines.

is independent of Lsize. The triangles, on the other hand,

show the empirical correction of Warren et al. (2006), which

clearly fails to correct the effect fully. This is not surprising

as this formula was devised to correct resolution bias in the
halo mass function, rather than mass of individual idealized

NFW halos. As we show below, other resolution effects affect

masses of real CDM halos and thereby the halo mass func-

tion. The presented exercise simply indicates that the formula

of Warren et al. (2006) does not describe the mass bias of ide-

alized halos considered here.

Also note that even at infinite resolution the FOF algorithm

selects a mass which is smaller than M∆ by ≈ 2%. This is be-

cause the boundary of FOF halos is not a step function even

at infinite resolution (see Fig. 1). We defer detailed discus-

sion of this effect to the Appendix and show that this small

additional correction can also be calculated from percolation

theory. The bold circles in Fig. 8 show the result of correcting

the masses taking into account this additional small effect. As

the figure shows, the full correction brings the value of the

FOF halo masses in good agreement with the true mass M∆.

Figure 9 shows the results of the Monte Carlo realizations

of spherical NFW halos of differing concentrations carried out

by Lukić et al. (2009, shown by squares) and predictions of

our model (shown by solid lines). These authors applied the

FOF algorithm with b = 0.2 to identify halos from the real-

izations and showed that FOF mass of halos depends on con-

centration of their density distribution. Lukić et al. (2009)

defined both the reference halo mass, M200c, and concentra-

tion, c200c, relative to the radius, R200c, enclosing overdensity

of 200 times the critical density of the universe. They found

that FOF mass is generally significantly different than M200c
and the difference depends on c200c and the number of parti-

cles in a halo (effect similar to that discussed above).

We show our percolation theory-motivated prediction for

the ratio of the FOF halo masses to M200c calculated by using

Eq. 16 and after applying the correction for the boundary of

the halo as solid lines in Figure 9. The prediction is in ex-

cellent agreement with the results of Lukić et al. (2009) and

it accurately captures the dependence of Mfof/M200c ratio on

the concentration and particle number found by Lukić et al.

(2009). We would like to note that the correction formula

presented Lukić et al. (2009) is a numerical fit to their results

and is only valid for the linking length parameter, b = 0.2 for

which they calibrate their correction. The correction based on

equation 16 is valid for different values of b, concentrations,

and values of the numerical resolution (Lsize).

In the Appendix, we also test our correction against simu-

lated halos with varying slopes of the number density profile

and show that it works remarkably well for different slopes.

We also show that we are able to explain the empirical results

for isothermal halos
11

found by Warren et al. (2006).

Given that the density of CDM halos decreases rapidly near

the outer virialized regions, an overestimate of mass for small

Lsize and N∆ corresponds to an underestimate of the enclosed

overdensities of FOF halos. This underestimate can be seen

in the form of downturn of overdensity for halos from ΛCDM

simulations observed in Figures 5 and 6. For a fixed mass and

fixed value of b, the Bolshoi simulation has a larger value of

Lsize than the MultiDark simulation. This explains why the

downturn occurs at lower halo masses for the Bolshoi than

for the MultiDark simulation. It is also clear from Eq. 16, that

Lsize ∝ b−1
, and therefore the downturn in overdensity shifts

to smaller masses for decreasing values of b.

11
We note that the empirical formula given by Warren et al. (2006) does

not explain the results of their isothermal halos.

Lsize =
2R∆

bl̄
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What about real FOF halos?
12

Fig. 12.— The ratio M∞f /M
∞
1.0 for the 25 most massive halos selected from the simulation. Here, M∞f denotes the median of the distribution of masses selected

by the FOF algorithm when run on a fraction f of the particles after correcting for the finite size effect using eq.16. The top panel shows the result of the real halos,
while the bottom panel shows the results when the angular coordinates of the particles around the center of the FOF halo are shuffled to disperse substructure
(see text for details). As indicated in the legend, different line types are used to indicate different values of the fraction f . The errorbars are used to indicate the
16 and 84 percentile of the distribution. The errorbars for different values of f are shifted in the x direction for clarity.

and show that this model reproduces results of cosmological
simulations of ΛCDM cosmology at different halo masses,
redshifts, and values of the linking length b.

For a given linking length b, the range of overdensities (i.e.,
the fuzziness) in the boundary of FOF halos increases with
decreasing number of halo particles due to changing prop-
erties of percolation for smaller values of parameter Lsize ≡
2R∆/(bl̄), where R∆ is the effective radius of the FOF bound-
ary. For a given simulation, this results in a systematic and
increasing overestimate of the FOF mass with decreasing halo
mass. This effect has been found empirically by Warren et al.
(2006) and Lukić et al. (2009).

We demonstrate how it can be understood qualitatively on
the basis of percolation theory. We also present an accurate

formula for correcting this systematic FOF mass bias for ide-
alized halos without substructure. This formula is accurate for
different values of linking lengths b, halo concentrations, and
values of parameter Lsize. We note, however, that this accurate
correction requires knowledge of the halo concentration-mass
relation, which itself would need to be accurately calibrated
for different cosmologies. Moreover, as we demonstrated in
§ 5.2, substructure in real halos introduces additional substan-
tial resolution-dependent biases into masses of FOF halos.
Given that amount of substructure depends on resolution of
simulations and simulation cosmology and redshift in a non-
trivial way, any empirical mass correction formula should also
depend in a non-trivial way on resolution, cosmology, and
redshift.

25 most massive haloes 
from Bolshoi 
simulation.

Run FOF on a fraction 
of particles.

Correct the halo mass 
using the percolation 
theory prescription.

Triaxiality not a big issue, but 
substructure is a huge problem!!!
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Take home message(s)

The properties of FOF halos can be well 
understood in terms of continuum 
percolation theory.

Overdensity of FOF halos : NOT equal to 180, but is 
dependent on linking length and concentration.

Resolution dependence of the FOF halo mass, difficult 
to correct because of substructure.

Universality of the FOF halo mass function is perhaps 
a coincidence.
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