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expected. The data of Ref. [14] therefore support the con-
clusions of elastic neutron scattering measurements [15]
that no long-range order exists at low fields. Combined
with the observation of a T2 dependence of r below 10 K,
the data strongly suggest that at low applied magnetic
fields, Sr3Ru2O7 is an exchange-enhanced Fermi liquid.

Here we report the results of low temperature trans-
port, magnetic, and thermodynamic measurements in ap-
plied fields up to 14 T on the crystals studied in Ref. [14]
and some even cleaner ones !rres ! 2 mV cm". We con-
clude that the low temperature properties of Sr3Ru2O7 are
strongly influenced by critical fluctuations associated with
itinerant electron metamagnetism.

Several growth runs of single crystals of Sr3Ru2O7 were
performed crucible-free in an image furnace in Kyoto. The
resistivity of over 50 pieces taken from three growth rods
was studied down to 4 K using standard low frequency ac
methods in a small continuous flow cryostat. Residual re-
sistivities ranging between 2 15 mV cm were observed,
with most samples from the latter batches toward the high
purity end of the range. Six of these (rres , 4 mV cm)
were used for further study. Magnetization measurements
were performed down to 2.8 K in a commercial vibrating
sample magnetometer. Magnetotransport was studied at
ambient pressure in both 4He systems and a dilution refrig-
erator in Birmingham, and in a 4He system in Karlsruhe.
Specific heat measurements were performed in Kyoto us-
ing commercial magnetothermal apparatus.

Our magnetization results for Sr3Ru2O7 are summarized
in Fig. 1. For magnetic fields applied in the ab plane, a
rapid superlinear rise in the magnetization is seen with a
characteristic field of approximately 5.5 T. Such behavior
can be described as metamagnetism (for further discussion
see below). As the temperature is raised, the metamag-

FIG. 1. The magnetization of single crystal Sr3Ru2O7 for mag-
netic fields applied in the ab plane. The high field data drop
monotonically with the measurement temperatures of 2.8, 5, 7,
9, 12, 16, and 20 K. Metamagnetism is seen for all temperatures
below 10 K, centered on a field of approximately 5.5 T. Inset:
data for magnetic fields along the c axis. For this field orienta-
tion, the metamagnetic field is approximately 7.7 T (see Fig. 2).

netism broadens until it is impossible to define. We have
checked extensively for anisotropy with respect to the di-
rection of the in-plane field, but none is observed within
our resolution. There is some anisotropy if the field is ap-
plied along c, as shown in the inset. For each orientation,
data were taken at a total of 18 temperatures below 30 K,
but the traces lie sufficiently close to confuse the plot, so,
for clarity, only a few are shown.

In order to obtain information on the metamagnetism to
lower temperatures, we have studied its effects on the mag-
netoresistance (MR). Field sweeps to 14 T were performed
between 50 mK and 20 K for three standard configura-
tions of the in-plane MR r: B k c, I k ab; B k I k ab;
and !B ! I" k ab. The results are summarized in Fig. 2,
in which a small subset of representative data is presented.
For B k c, I k ab, the weak-field MR is quadratic in B.
At higher fields, the metamagnetism is clearly seen in the
MR. For T $ 5 K, the width of the feature is similar to
that seen in the magnetization, but at low temperatures it
sharpens considerably, although there is evidence for extra
structure at 11 T. For B k ab there is clear evidence of
a split transition for both B k I and B ! I . The transport
measurements show that the metamagnetic transition field
is essentially temperature independent for any direction of
the applied field.

The term metamagnetism can be applied to qualitatively
different physical phenomena. In insulators, it describes
changes from ordered antiferromagnetic states at low field
to ferromagnetically polarized states at high field via “spin-
flip” or “spin-flop” processes [16]. In metallic systems
such as Sr3Ru2O7, the change in magnetization is due to
a rapid change from a paramagnetic state at low fields to
a more highly polarized state at high fields via either a
crossover or a phase transition. Although the distinction

FIG. 2. The magnetoresistance of single crystal Sr3Ru2O7 at
a series of temperatures below 10 K. For B k c, the very broad
peak at 5 K [comparable to the total width of the feature seen in
M!B"] sharpens considerably at low temperatures. For in-plane
fields, the low temperature MR gives evidence for some peak
splitting, as shown by data at 1 K for this orientation.
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We present a renormalization group treatment of metamagnetic quantum criticality in metals. We
show that for clean systems the universality class is that of the overdamped, conserving (dynamical
exponent z ! 3) Ising type. We obtain detailed results for the field and temperature dependence of
physical quantities including the differential susceptibility, resistivity, and specific heat. Our results are
shown to be in quantitative agreement with data on Sr3Ru2O7 except very near to the critical point itself.
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Quantum phase transitions in itinerant electron sys-
tems have been intensively investigated recently [1–3],
because of the intrinsic interest of quantum criticality, the
non-Fermi-liquid behavior near the critical point, and the
possibility of novel ground states including non-s-wave
superconductivity. An apparently controlled theory has
been presented [2], but many of the experimental realiza-
tions show deviations from the predicted behavior [4].
It is presently controversial whether a straightforward
modification (interplane frustration reducing the effective
dimensionality, or a disorder induced crossover [5]) will
solve the discrepancy, whether more fundamental modi-
fications are required such as “spectator modes” [6], or
whether the whole picture should be scrapped in favor of a
new kind of criticality [7].

In this Letter we present the first renormalization group
treatment of a new type of quantum criticality, namely, the
metamagnetic quantum critical end point. Metallic meta-
magnetism was studied via mean field theory [8,9] and via
the “SCR” method [10]. To date, however, the critical phe-
nomena have not been investigated. The significance of our
work is that we show that this new type of quantum critical
behavior provides a clean test of the original [1,2] frame-
work and the complicating factors added by other workers
do not apply here. By a direct comparison of our theory
with experiments [11], we show that Sr3Ru2O7 is close to a
quantum critical end point. Our theory explains a number
of outstanding issues in this system: the finite temperature
peak in the weak-field susceptibility [12] and the paramag-
netic ground state in a metal that should, according to band
structure calculations, be ferromagnetic [13]. One should
further note that at the metamagnetic critical end point the
material does not have a well-defined Fermi surface: the
positions of the “spin-up” and “spin-down” Fermi surfaces
undergo critical fluctuations leading to “non-Fermi-liquid”
physics.

A metamagnetic transition is empirically defined as a
rapid increase in magnetization at a particular value of ap-
plied magnetic field. Because there is no broken symme-
try involved, one expects a first order transition from a
low magnetization to a high magnetization state as an ap-
plied magnetic field H is swept through a (temperature
dependent) critical value Hmm!T". The curve of first order
transitions Hmm!T" terminates in a critical point !H!, T!".
By appropriately tuning material parameters it is possible
to reduce T! to 0, yielding a quantum-critical end point.
This situation is depicted in Fig. 1: (b) shows a typical
metamagnetic line and the critical end point in the field-
temperature plane and (a) shows a possible variation of the
temperature of the critical end point with pressure. It has
been argued [11,14] that at ambient pressure Sr3Ru2O7 is
naturally tuned to a quantum critical end point at moderate
magnetic fields.

Quotes are placed about “spin-up” and “spin-down” be-
cause in many metamagnetic materials spin-orbit coupling
is large and spin is not a good quantum number. However,
for most purposes one may adopt a “pseudospin” notation
[15] labeling the two Kramers-degenerate states in zero

FIG. 1. (a) Schematic phase diagram, showing a variation
of the end point of a line of metamagnetic first order phase
transitions as the control parameter (e.g., pressure) is varied.
(b) Schematic phase diagram in the H , T plane for p , p0
showing a metamagnetic line and location of the end point.
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1st order 
transition
(no symmetry
breaking)

is equivalent to one at quasi-dc in this field range well away

from the metamagnetic transition. However, we stress again

that these concerns do not apply to the relative signal mag-

nitudes that we report.

III. RESULTS

A representative sample of the large dataset acquired dur-

ing the course of this work is shown in Fig. 1. The real part

of the dynamic susceptibility is plotted as a function of a

swept dc field applied at an angle of 40° to the ab plane. At

this field angle, the data contain a main peak at !5.7 T, and
a much weaker second peak at !6.7 T. The second peak
washes out as the temperature is increased from 100 mK.

This and a further minor peak exist when the field is applied

parallel to the ab plane, but both disappear rapidly with tem-

perature and increasing field angle. Here, we concentrate our

attention on the major peak. This peak grows as the tempera-

ture is increased from 100 mK, reaching a pronounced maxi-

mum at !1 K before decreasing in magnitude at higher tem-
peratures. The characteristic field of the maximum is also

weakly temperature dependent, decreasing by !0.05 T as

the temperature is raised from 100 mK to 1.4 K.

The behavior of the real part of " shown in Fig. 1 is

suggestive of a line of first-order transitions ending in a criti-

cal point at a temperature T* at which the susceptibility is
maximized. The argument is as follows. At high tempera-

tures, above that of the critical point, the susceptibility be-

haves like that of a crossover. As the temperature is de-

creased towards T*, the peak susceptibility increases before
being cut off by finite frequency or finite-size effects. Below

T*, the dynamical response becomes sensitive to the physics

of a first-order magnetic transition such as domain-wall

movement, causing the susceptibility to decrease. Previous

work on systems such as Co#(CH3)3NH$Cl3 •2H2O] gives
a precedent for this kind of behavior, and also indicates that

nonzero frequency effects can play an important role even

for low excitation frequencies of the kind (!80 Hz) em-
ployed here.18

The above argument suggests that the data in Fig. 1 are

consistent with the existence of a line of first-order transi-

tions terminating in a critical point %for this field angle& at
!1 K, but they certainly cannot be regarded as proof of that
hypothesis. Firmer evidence comes from a study of hyster-

esis, shown in Fig. 2. If the ac response of the system is

studied while the main dc field is swept in opposite direc-

FIG. 1. The real part of the differential magnetic susceptibility

through the metamagnetic transition in Sr3Ru2O7 . A small oscillat-

ing field (3.3!10"5 T rms, 79.96 Hz& is combined with a swept dc
field, applied in this case at 40° to the ab plane. The main peak

shows a pronounced maximum at !1 K, falling away in magnitude
for temperatures higher or lower than this. All data were taken in an

increasing dc field at a sweep rate of 0.1 T/min. The data are quoted

as '" because of the background subtraction procedure described

in the text.

FIG. 2. %Color online& The real part of the differential magnetic
susceptibility as the dc field is swept through the metamagnetic

transition in Sr3Ru2O7 at 0.03 T/min. At 785 mK and 100 mK,

hysteresis is seen in the most prominent peak as the dc field, applied

at !40° to the ab plane, is increased %black solid line& and de-
creased %red dashed line&. At 1080 mK, the hysteresis has com-
pletely disappeared. In each panel, the blue dot-dashed line gives

the difference between the results for the increasing and the de-

creasing field. In this case, the frequency of the oscillating field was

63.54 Hz. The data are quoted as '" because of the background

subtraction procedure described in the text.
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Dependence on field orientation

tions, a clear hysteretic response in the magnitude of !" , but
not in the value of H at the peak, is seen for temperatures less

than that at which the susceptibility is maximum.19 The ex-

istence of hysteresis for temperatures below T* is the first
strong support provided by our data to the idea of a first-

order metamagnetic transition in this range of temperatures.

A second and related piece of evidence comes from the

consideration of a dissipative component in the ac signal

itself. A wider sample of our total dataset is shown in Fig. 3.

In order to present the results of many field sweeps at each

angle in a single plot, we adopt a color-coded three-

dimensional format in which the magnitude of the dynamical

susceptibility is plotted for an area of the (H , T) plane. Data

are shown for field angles #!0°, 40°, 60°, and 90° from
the ab plane. In each case, the plots were constructed using

field sweeps at discrete temperatures at $100 mK intervals

from 100 mK to the highest temperature shown. The second

graph on the left of Fig. 3, therefore, includes the data shown

in Fig. 1 combined with the results of eight other field

sweeps. The data for the real part of " show a maximum

susceptibility (T*, H*) for which T* drops and H* rises as
# increases. For #"80°, the highest observed value of T* is
seen at the lowest temperature studied. The most significant

aspect of this form of data presentation is that it gives a good

visualization of the correlation between the behavior of the

real part of the dynamical susceptibility and that of the

FIG. 3. %Color online& The real and imaginary parts (!"! and !"", respectively& of the differential susceptibility of Sr3Ru2O7 shown in
a three-dimensional format with amplitude plotted against temperature and magnetic field, at a series of field angles. In all cases, the

frequency of measurement was 79.96 Hz, and the data were taken in an increasing dc at 0.1 T/min field. An excellent correlation is seen

between the overall maximum in the real part of the susceptibility and the appearance at low temperatures of a peak in the imaginary part,

indicative of the onset of dissipation. For the field applied parallel to the c axis, the maximum is at the lowest temperature reached, and no

peak at all is seen in the imaginary component. The imaginary parts of the susceptibility are multiplied by a factor of 10, and at #!60° the
real part by a factor 0.5.

S. A. GRIGERA et al. PHYSICAL REVIEW B 67, 214427 %2003&

214427-4

imaginary part. Hysteresis of the kind shown in Fig. 2 would

be expected to be accompanied by dissipation, and dissipa-

tion leads to the appearance of a feature in the imaginary part

of an ac response. As can be seen from Fig. 3, we observe a

direct correlation between the characteristic temperature of

the maximum in the real part of the dynamical susceptibility

and that below which a dissipation peak appears in the

imaginary part.

It is hard to explain data of the kind shown in Fig. 3

without postulating the existence of a first-order metamag-

netic transition below the empirically defined characteristic

temperature T*. Before discussing the meaning of the char-
acteristic temperature and field (T*, H*) further, we present
some more empirical findings relating to their angle depen-

dence. The data shown in Fig. 3 are again only a sample

from the complete dataset acquired during our experiment, in

which data were taken at a series of angles between 0° and

90° and at temperatures from 1400 mK to 50 mK. A three-

dimensional representation of the experimental phase dia-

gram is given in Fig. 4. In this figure, the shaded surface is

defined as the locus of points at which a peak is observed in

the imaginary part of the dynamic susceptibility. Since this

peak is linked to the dissipative response of the system, our

interpretation of the shaded area is a surface of first-order

metamagnetic phase transitions in the three-dimensional (H ,

T, !) space. The solid line was obtained from the series of

points at which the real part of the susceptibility has its over-

all maximum "clearly visible in each of the panels on the
left-hand side of Fig. 3#, which we will argue below to be a
line of metamagnetic critical points.

Figure 4 is useful as an overall summary of our main

experimental findings, but it can be difficult to read off some

of the detailed information that has been obtained. For this

reason, we present two projections from the figure in the

main parts of Figs. 5 and 6. In Fig. 5, we show the projection

of the ‘‘line of critical points’’ onto the (T , !) plane, show-
ing how the characteristic temperature T* is depressed as the
field angle is changed. In the main part of Fig. 6, the line is

projected onto the (H , !) plane, giving a representation of
the angle dependence of the critical metamagnetic field. The

inset to Fig. 5 shows that although the shaded surface in Fig.

4 is almost vertical, the slight curvature that exists is convex.

Here the points show the (T*, H*) values of the overall
maximum of the real part of $ at each of the two angles. The
lines are two cuts from the plane at constant ! values of 50°
and 60°, so the inset confirms that, like the peak in the real

part of $ "e.g., Fig. 1#, the peak in the imaginary part falls to
slightly lower field as temperature increases. The inset to

Fig. 6 will be described in the following section.

FIG. 4. "Color online# The phase diagram inferred from the

whole body of susceptibility measurements reported in this paper.

The shaded region represents the locus of points at which the imagi-

nary part of the susceptibility has a peak, while the solid line is the

locus of the overall maxima seen in the real part. Increasing

magnetic-field sweeps through the metamagnetic transition were

taken at least every 100 mK, at a series of field angles as defined by

the discrete points in Fig. 5.

FIG. 5. The critical temperature T* "defined in the text# as a
function of angle. The data are a discrete projection of the solid line

from Fig. 4 onto the temperature—angle plane. For angles above

%80°, the susceptibility is a monotonically increasing function to
the lowest temperatures measured "50 mK#. The inset shows the
field and temperature dependence at angles of 50° and 60° of the

peak in the imaginary part of $ , which we interpret as defining lines
of first-order transitions "solid lines#. The solid points are the posi-
tion in temperature and field of the overall maximum of the real part

of $ at these angles.

FIG. 6. The critical field H* "defined in the text# as a function of
angle. The data are a discrete projection of the solid line from Fig.

4 onto the field—angle plane. The inset shows the frequency depen-

dence of the peak in the real part of $ for T* at a field angle of 56°.
The maximum frequency was limited to 3 kHz to ensure that the

skin depth is always greater than any of the sample dimensions.

ANGULAR DEPENDENCE OF THE MAGNETIC . . . PHYSICAL REVIEW B 67, 214427 "2003#
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“Metamagnetic quantum criticality”

Experiment. The high-quality single
crystals on which this work depends were
grown in Kyoto and characterized in Bir-
mingham using methods described previous-
ly (19–21). Resistance ratios R(300K )/
R(4.2K ) in excess of 100 were achieved.
These are approximately a factor of 10 higher
than those achieved elsewhere (22), and our
highest quality crystals show no sign of the
ferromagnetic inclusions that are sometimes
seen in Sr3Ru2O7. The transport experiments
were carried out in 4He cryostats and dilution
refrigerators in Birmingham and Cambridge
using standard four-terminal techniques.

High-temperature resistivity. Although
the evidence for low-temperature criticality
comes from a number of thermodynamic and
transport measurements (19), the most pre-
cise data have been obtained from magneto-
transport. The data are analyzed using the
general expression !(T ) " !res # AT$, where
!res is the resistivity due to elastic scattering

at T " 0, A is a temperature-independent
coefficient related to a quasi-particle effec-
tive mass, and the exponent $ contains valu-
able information about the nature of the me-
tallic state. One of the key predictions of the
Fermi liquid theory of correlated electron
metals is that $ " 2 as T 3 0. A character-
istic signature of non-Fermi liquid metals has
been the observation of $ % 2 in this limit
(23). An indication of the existence of a
metamagnetic QCP in Sr3Ru2O7 comes from
analysis of “high-temperature” data taken be-
tween 4.5 and 40 K in a 4He cryostat. In the
field/temperature contour plot of $ (Fig. 1),
$ " 2 at low fields, falls to a power close to
1 near the metamagnetic field, and then
grows again as the field is increased further
(24 ).

Low-temperature resistivity. Although
these results are suggestive of a metamag-
netic QCP, they are not conclusive, as nei-
ther a first-order transition/low-tempera-
ture critical point nor a crossover can be
ruled out. It is not even clear whether $ "
2 will be recovered on the high-field side of
the transition. To address these issues, we
have extended the study to the low-temper-
ature region using a dilution refrigerator
(Fig. 2). As the field is changed through the
metamagnetic transition field, large chang-
es are observed in both !res and the tem-
perature-dependent part of !. Analysis of
the data shows that $ " 2 at low tempera-

tures. The clearest way to demonstrate this
is to fit the data below 350 mK to the form
!(T ) " !res # AT 2, subtract the value of
!res, and plot (! – !res)/T

2 versus T (Fig. 3).
The results contain two of the key signa-
tures expected of a QCP (9). First, A (which
can be read off as the zero temperature
intercept of the flat part of the data at each
field) changes by at least a factor of 7 from
its low-field value and shows behavior con-
sistent with a divergence at a single field,
as can be seen more clearly when plotted
explicitly as a function of field (Fig. 4). The
second feature is that the rise in A is ac-
companied by a fall in the characteristic
temperature below which the T 2 behavior is
observed. This is more difficult to quantify
because its definition requires the use of a
slightly arbitrary criterion, but the trend can
clearly be seen in the data.

These results (Figs. 2 to 4) are very
good evidence that the properties of
Sr3Ru2O7 are controlled by a QCP associ-
ated with the metamagnetic transition.
They are entirely consistent with the trend
suggested by the high-temperature trans-
port (Fig. 1), because $ " 2 is seen to be
recovered at both low and high fields, and
$ % 2 persists to progressively lower tem-
peratures as the QCP is approached. This is
perhaps our key experimental result, be-
cause it shows that Sr3Ru2O7 will give an
ideal opportunity to study the effect of a

Fig. 1. Summary of the high-temperature
resistivity, !, near the metamagnetic transi-
tion in Sr3Ru2O7, for magnetic field applied
parallel to the c axis. The plot shows the
temperature and field evolution of the expo-
nent, $, derived from the expression ! "
!res # AT$. At low field, the quadratic tem-
perature dependence expected in a Fermi
liquid is seen below 10 K. Near the meta-
magnetic field of &7.8 T, a power close to 1
persists down to 4.5 K, before rising again as
the field is increased.

Fig. 2. Sample raw resistivity (!) data for
Sr3Ru2O7 for B ! c below 1 K. Passing through
the metamagnetic field of &7.85 T leads to a
maximum in the strength of both the elastic
and inelastic scattering.

Fig. 3. The inelastic resistivity as a
function of temperature in Sr3Ru2O7,
for a number of applied fields. Passing
through the metamagnetic field de-
presses the crossover to the quadratic
behavior expected of a Fermi liquid
and leads to a sharp maximum in the
strength of the quasi-particle–quasi-
particle scattering.

Fig. 4. A summary of the data of
Figs. 2 and 3, expressed in terms of
the expression ! " !res # AT$. The
value given for A is from the lowest
temperature portion, when $ " 2.
The sharp peaking of A is very strong
evidence that when the field is sam-
pled at this resolution, the low-tem-
perature data are governed by the
existence of a metamagnetic quan-
tum critical point. Extrapolation of
the low- and high-field data gives a
critical field of 7.85 ' 0.05 T.
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non-FL behavior,
quantum critical 
fluctuations

Experiment. The high-quality single
crystals on which this work depends were
grown in Kyoto and characterized in Bir-
mingham using methods described previous-
ly (19–21). Resistance ratios R(300K )/
R(4.2K ) in excess of 100 were achieved.
These are approximately a factor of 10 higher
than those achieved elsewhere (22), and our
highest quality crystals show no sign of the
ferromagnetic inclusions that are sometimes
seen in Sr3Ru2O7. The transport experiments
were carried out in 4He cryostats and dilution
refrigerators in Birmingham and Cambridge
using standard four-terminal techniques.

High-temperature resistivity. Although
the evidence for low-temperature criticality
comes from a number of thermodynamic and
transport measurements (19), the most pre-
cise data have been obtained from magneto-
transport. The data are analyzed using the
general expression !(T ) " !res # AT$, where
!res is the resistivity due to elastic scattering

at T " 0, A is a temperature-independent
coefficient related to a quasi-particle effec-
tive mass, and the exponent $ contains valu-
able information about the nature of the me-
tallic state. One of the key predictions of the
Fermi liquid theory of correlated electron
metals is that $ " 2 as T 3 0. A character-
istic signature of non-Fermi liquid metals has
been the observation of $ % 2 in this limit
(23). An indication of the existence of a
metamagnetic QCP in Sr3Ru2O7 comes from
analysis of “high-temperature” data taken be-
tween 4.5 and 40 K in a 4He cryostat. In the
field/temperature contour plot of $ (Fig. 1),
$ " 2 at low fields, falls to a power close to
1 near the metamagnetic field, and then
grows again as the field is increased further
(24 ).

Low-temperature resistivity. Although
these results are suggestive of a metamag-
netic QCP, they are not conclusive, as nei-
ther a first-order transition/low-tempera-
ture critical point nor a crossover can be
ruled out. It is not even clear whether $ "
2 will be recovered on the high-field side of
the transition. To address these issues, we
have extended the study to the low-temper-
ature region using a dilution refrigerator
(Fig. 2). As the field is changed through the
metamagnetic transition field, large chang-
es are observed in both !res and the tem-
perature-dependent part of !. Analysis of
the data shows that $ " 2 at low tempera-

tures. The clearest way to demonstrate this
is to fit the data below 350 mK to the form
!(T ) " !res # AT 2, subtract the value of
!res, and plot (! – !res)/T

2 versus T (Fig. 3).
The results contain two of the key signa-
tures expected of a QCP (9). First, A (which
can be read off as the zero temperature
intercept of the flat part of the data at each
field) changes by at least a factor of 7 from
its low-field value and shows behavior con-
sistent with a divergence at a single field,
as can be seen more clearly when plotted
explicitly as a function of field (Fig. 4). The
second feature is that the rise in A is ac-
companied by a fall in the characteristic
temperature below which the T 2 behavior is
observed. This is more difficult to quantify
because its definition requires the use of a
slightly arbitrary criterion, but the trend can
clearly be seen in the data.

These results (Figs. 2 to 4) are very
good evidence that the properties of
Sr3Ru2O7 are controlled by a QCP associ-
ated with the metamagnetic transition.
They are entirely consistent with the trend
suggested by the high-temperature trans-
port (Fig. 1), because $ " 2 is seen to be
recovered at both low and high fields, and
$ % 2 persists to progressively lower tem-
peratures as the QCP is approached. This is
perhaps our key experimental result, be-
cause it shows that Sr3Ru2O7 will give an
ideal opportunity to study the effect of a

Fig. 1. Summary of the high-temperature
resistivity, !, near the metamagnetic transi-
tion in Sr3Ru2O7, for magnetic field applied
parallel to the c axis. The plot shows the
temperature and field evolution of the expo-
nent, $, derived from the expression ! "
!res # AT$. At low field, the quadratic tem-
perature dependence expected in a Fermi
liquid is seen below 10 K. Near the meta-
magnetic field of &7.8 T, a power close to 1
persists down to 4.5 K, before rising again as
the field is increased.

Fig. 2. Sample raw resistivity (!) data for
Sr3Ru2O7 for B ! c below 1 K. Passing through
the metamagnetic field of &7.85 T leads to a
maximum in the strength of both the elastic
and inelastic scattering.

Fig. 3. The inelastic resistivity as a
function of temperature in Sr3Ru2O7,
for a number of applied fields. Passing
through the metamagnetic field de-
presses the crossover to the quadratic
behavior expected of a Fermi liquid
and leads to a sharp maximum in the
strength of the quasi-particle–quasi-
particle scattering.

Fig. 4. A summary of the data of
Figs. 2 and 3, expressed in terms of
the expression ! " !res # AT$. The
value given for A is from the lowest
temperature portion, when $ " 2.
The sharp peaking of A is very strong
evidence that when the field is sam-
pled at this resolution, the low-tem-
perature data are governed by the
existence of a metamagnetic quan-
tum critical point. Extrapolation of
the low- and high-field data gives a
critical field of 7.85 ' 0.05 T.
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divergence of qp mass
near qcp (also seen in 
quantum oscillations).

This is a new type of quantum critical phenomena: associated with a 
critical end point, and no symmetry breaking. However...

ρ(T ) = ρres + ATα

Science 306, 1154 (2004)



Ultra-pure crystals: new low T phase

obtained from plotting the positions of peaks
in the thermal expansion a. Data obtained
from five different crystals of similar purity
studied independently in four separate labo-
ratories yield consistent information. Sur-
rounding the temperature and field at which
a QCP had been identified in more disor-
dered samples is a region in the (H,T) plane
enclosed by well-defined phase boundaries.
At sufficiently low temperatures these are
first-order, but they then change to second-
order as indicated (Fig. 3, red arrows) (18).

The existence of this new phase is the
central experimental result of our paper. The
anomalous transport properties that accompa-
ny it are strongly purity-dependent (14, 16);

it can be defined with the clarity shown (Fig.
3) only in the very best samples with rresG 1
mW cm. A strong purity dependence like this
is characteristic of some of the best-known
ordered phases in itinerant interacting elec-
tron systems such as the fractional quantum
Hall state (7) and unconventional supercon-
ductivity (10). Several key pieces of exper-
imental evidence further indicate that the
previously unknown phase is intrinsically
linked with the existence of the previously
identified metamagnetic QCP. First, as stated
above, it encloses the characteristic field of
that QCP as estimated either by direct
measurement on more disordered samples
or by extrapolation of transport and magnetic

measurements taken at temperature T 9 1 K
on the highest purity crystals. Second, we
draw attention to the relative orientation of
the first-order phase boundaries (Fig. 3).
These are seen to have opposite slopes and
curvatures with respect to field variation,
similar to the quantum critical contours that
can be calculated by using a Hertz-Millis
model for the underlying QCP (19). In
contrast, the naBve expectation for two
successive first-order metamagnetic transi-
tions unrelated to the QCP would be lines of
qualitatively similar slope and curvature,
whereas the boundary of a new phase might
have been expected to be dome-shaped.

The third piece of experimental support
for a connection with the quantum critical
physics of the underlying metamagnetism
comes from an initial study of the angular
dependence of r. Previous work on more
disordered samples has shown that rotating
the field from the c axis toward the ab plane
raises the characteristic temperature of the
underlying critical point, Bdetuning[ the
quantum criticality (13). It is, therefore,
natural to investigate the effect of changing
field angle on the formation of the anoma-
lous phase. To do this for all the thermody-
namic quantities contributing to Fig. 3 will be
a formidable experimental task, but the
resistivity data (Fig. 4) show that the anoma-
lous behavior is well bounded in field angle as
well as in field and temperature. Each method
of tuning is therefore seen to affect the
underlying critical point and the appearance
of new phase in a qualitatively similar way.

Although itinerant metamagnets have
been studied fairly extensively in the past
Efor example, (5, 20, 21)^, novel phase for-
mation in the vicinity of the metamagnetism
has been reported only in URu2Si2 (22, 23).
The phenomena seen there may have a
similar origin to those reported here, but
there are important differences in the physics
of the two materials. In URu2Si2, f electrons
play an important role, and both supercon-
ductivity and a much-studied Bhidden order[
phase are observed in zero applied field.
Also, the phase formation seems relatively
insensitive to the presence of disorder, in
contrast to the present case. Although we
certainly do not rule out relevance to the
fascinating physics that has been discovered
in URu2Si2, the following discussion will
have its basis purely in the observations
reported here on Sr3Ru2O7.

The key facts that any model for the new
phase needs to address are (i) the existence
of a large enhancement in the absolute value
of r accompanied by a suppression of its
temperature dependence, (ii) an itinerant
rather than a localized picture, as evidenced
by the observation of dHvA oscillations at
both high and low fields (24) and the
absence of a large change in the Hall

Fig. 3. An empirical phase dia-
gram from collating data from
the four measurements contrib-
uting to Figs. 1 and 2, combined
with the results of thermal ex-
pansion measurements. The col-
ored triangles are the loci of
peaks in ac susceptibility; the
white triangles, the loci of max-
ima (up) and minima (down); the
orange circles are derived from
dc magnetization; the yellow
diamonds, the loci of maxima in
dr/dH; the green diamonds, the
loci of maxima in d2r/dT2; and
the blue circles, the loci of
maxima in the magnetostriction.
The red arrows mark the temper-
atures of critical points deduced
from the temperatures above
which no peak in cµ is observ-
able. We believe that all the data
are consistent with the presence
of a phase enclosed with first-order phase boundaries for temperatures below these critical points
and a second-order line linking them at higher T.
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Fig. 4. The resistivity,
r, at 100 mK as the
magnetic field is rotat-
ed away from the c
axis toward the ab
plane at intervals of
5-. The striking peak
that we associate with
formation of the phase
for H // c (black trace)
exists only over a nar-
row range of angle.
For angles G 80-, fea-
tures are still seen, but
they are much weaker.
(Insets) Sketches of the
kind of spin-dependent
Fermi surface distortion
that we discuss in the
text. They are notmeant
to be representative of
the true Fermi surfaces
but are designed to il-
lustrate the kind of symmetry breaking that we discuss. Hc1 denotes the field (about 7.8 T) at which
the symmetry-broken phase is entered. Below this field and above Hc2 (the field of about 8.1 T at which the
phase is left), both the spin-up and spin-down Fermi surfaces have the same symmetry (left inset).
Between Hc1 and Hc2, the spin-up Fermi surface distorts to a lower symmetry. This symmetry-
breaking distortion could equally well be rotated by 90-, so domain formation is likely.
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In the purest crystals, the “metamagnetic qcp” is enveloped by a 
thermodynamic phase at low T.  

1st order boundaries

2nd order

Science 306, 1154 (2004)
enhanced scattering 



Properties of the low T phase near Hc

of disorder. As we will show, this has resulted in remark-
able qualitative changes in the behavior near the meta-
magnetic field.

The Sr3Ru2O7 crystals used for this work were grown
using a floating zone technique at Kyoto and measure-
ments were made on several crystals from different
growth batches at both Kyoto and St. Andrews
Universities. In Fig. 1 we show the effect on the magneto-
resistivity of decreasing !res from 2.8 to 0:4 "! cm. For
this direction of the applied field (parallel to the crystal-
lographic c axis), a single peak is seen in the magneto-
resistance for !res ! 2:8 "! cm. As the sample purity
increases, the same basic peak remains as the dominant
feature, but more structure develops. In particular, there is
a pronounced dip at 7:5 T, and the central peak is seen to
have very steep sides at 7.8 and 8:1 T. The profound effect
that decreasing the disorder levels is having is empha-
sized by the data shown in the inset of Fig. 1, which shows
the result of sweeping the temperature at fixed fields
chosen to be at the resistive maximum for each purity
level. In the inset, the top trace shows the unusual T"3

dependence previously reported for !res ! 2:8 "! cm
[8]. As the samples become purer, the temperature de-
pendence of ! at the metamagnetic transition actually
changes to a negative gradient at low temperatures, with a
minimum that increases systematically in temperature.
The anomalous flattening of ! previously observed can
now be accounted for as the onset of a very weak mini-
mum that has been depressed by the disorder. A set of
temperature sweeps at fixed field for one of our purest
samples is presented in Fig. 2 to emphasize that the region
of the (H; T) plane in which the strange behavior is seen is
extremely small. Above 1.2 K, ! depends only weakly on
field. Below that temperature, however, the behavior at
the peak differs remarkably from that on either side.

Below 7:8 and above 8:1 T, ! has a positive gradient all
the way down to 50 mK, crossing over to T2 behavior
similar to that previously reported [8]. In between these
fields, however, a clear negative gradient is seen at low
temperatures.

The almost steplike changes in !#H$ shown for the
purest sample in Fig. 1 are reminiscent of the features
expected at a first-order phase transition. To investigate
them more in depth, we performed a study of the ac mag-
netic susceptibility ##!$. As discussed in Ref. [18], ##!$
is a sensitive probe for hysteretic dissipation through the
appearance of an imaginary part #00#!$. The study of the
lower quality crystals had shown that for an applied field
in the crystallographic ab plane, a single first-order tran-
sition line terminated in a critical point at approximately
1.25 K. As the field was rotated towards the c axis, the end
point temperature was smoothly depressed to below
50 mK at around 10% from the c axis. No peak in #00

was observable for the field parallel to the c axis.
Like !, # in the purest samples differs markedly from
that in the previous generation of crystals near the meta-
magnetic field [17]. ! and # of samples with !res <
0:5 "! cm are shown in Fig. 3. It should be noted that
the two steep features in ! coincide with peaks in both #0

and #00. The peaks in #00 are particularly significant, as
they indicate the presence of dissipation that is most
easily interpreted in terms of hysteresis at a first-order
phase boundary. The data shown were taken at a tempera-
ture of 20 mK, but a series of sweeps at constant tem-
perature in steps of 100 mK established that the
dissipative peaks at 7.8 and 8:1 T are observable up to
"0:8 and "0:4 K, respectively. Another apparent corre-
lation between ! and # is between a peak in #0 and onset
of a dip in resistivity at "7:5 T.
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FIG. 2. Temperature sweeps of the resistivity at magnetic
fields near the metamagnetic transition. The crystal has
!res ! 0:55 "! cm, and the sweep rate was approximately
30 mK/min. The measurements were made at Kyoto Univer-
sity, with the samples mounted inside the mixing chamber of a
dilution refrigerator to ensure good thermal contact between
the samples and the thermometer.

FIG. 1. The resistivity (!) versus magnetic field in single
crystals of Sr3Ru2O7 for different values of residual resistivity
!res. The temperature of each curve is between 0.06 and 0.1 K,
and the magnetic field is perpendicular to the RuO2 planes.
Inset: Temperature sweeps at the fields indicated by the arrows
in each case.
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should, in principle, be possible. In itinerant sys-
tems, it almost always consists of electron liquids
such as Fermi liquids or superfluids that respect
the lattice symmetry; the identification of super-
conductors in which the condensate breaks some
lattice symmetries has been one of the triumphs
of the field. [For a recent review, see (1).]

In recent years, there have been proposals that
even more exotic electronic liquids might be
observable. In an analogy with the nematic state
of liquid crystals, which is characterized by
orientational but not positional order, it might be
possible to form nematic liquids in electronic sys-
tems with strong correlations (2). In the broadest
sense, a correlated electron nematic is charac-
terized by a lowering of rotational symmetry in its
itinerant properties that is not simply a conse-
quence of a symmetry lowering of the lattice.

We report electrical transport phenomena that
show that the correlated electron system possesses
this key property of a nematic fluid. In previous
work, we have argued that a novel quantum phase
forms in the vicinity of a metamagnetic quantum
critical point in the correlated electron oxide
Sr3Ru2O7 (3–5). Here, we show that this state is
accompanied by pronounced magnetoresistive
anisotropies that have two-fold symmetry and
can be aligned using modest in-plane magnetic
fields. Even in the presence of these two-fold
anisotropies, neutron single-crystal diffraction
resolves no change from the initial square
symmetry of the lattice. The overall phenomenol-
ogy of our observations bears a striking resem-
blance to that observed in gallium arsenide (GaAs)
devices near the high-field limit (6–9), which
suggests that the nematic phenomena previously
thought to be specific to close proximity to a
fractional quantumHall statemay bemore general.

The single crystals used in the present work
were grown in an image furnace with techniques
described fully in (10). All transport data shown are
measurements of the in-plane magnetoresistiv-
ity, denoted r (11). Crystal purity is crucial in
Sr3Ru2O7. For a residual resistivity ro ≈ 3 mW·cm
(corresponding to a mean free path of ~300 Å
or less), the phase diagram contains a quantum
critical point (QCP) that can be accessed by the
application of a magnetic field of ~7.8 T parallel to
the crystalline c axis and the effects of which have
now been studied with a variety of experimental
probes (12–17). As the purity is increased, first-
order phase transitions appear as the QCP is
approached, and measurements of at least five
thermodynamic and transport properties contain
featureswhose loci enclose awell-defined region of
the phase diagram in the vicinity of the QCP.
Previously, we have argued that these observations
are indicative of the formation of a new quantum
phase (3–5). For fields applied parallel to c, r has a
pronounced anomaly when this phase is entered
(Fig. 1A). The two steep “sidewalls” coincide with
first-order phase transitions that can be observed
using ac susceptibility or magnetization. The angle,
q, of the applied magnetic field to the ab plane
of the crystal is a known tuning parameter in

Sr3Ru2O7 (14). Previous work has shown that the
large resistive anomaly of Fig. 1A disappears
rapidly with tilt angle (18), leaving behind much
weaker signals in r that trace the origin of the two
first-order phase transitions as a bifurcation from a
single first-order transition at q ≈ 60° (5), marked
by the white arrow in Fig. 2A. At first sight, this
seems to contradict the identification of the
bounded region between the two first-order lines
as a single distinctive phase; there was no evidence
that the sudden drop in resistivity with the angle
at q ≈ 80° coincided with any phase boundary. The
apparent contradiction can be resolved by postulat-
ing the existence of domains of some kind. In such
a picture, the behavior shown in Figs. 1A and 2A
would be due to these domains producing the extra
scattering. The fact that the anomalous scattering
disappears so rapidly as q increases would then be
most straightforwardly interpreted as being due to
the in-plane component of the tilted magnetic field
(Hin-plane) destroying the domains.

However, instead of simply removing the
anomalous peak, Hin-plane exposed an intrinsic
asymmetry of the underlying phase, defining

“easy” and “hard” directions for magnetotrans-
port. These easy and hard directions are shown in
Fig. 1B. In previous experiments (3–5), we had
worked with the current I // b ⊥ Hin-plane, so that
the standard metallic transverse magneto-
resistance rbb could be studied across the whole
phase diagram. In that configuration (red traces in
Fig. 1), the anomalous scattering disappears
rapidly as Hin-plane increases. However, the
behavior of raa (measured with I // a // Hin-plane)
is completely different. As shown by the black
traces in Fig. 1, the scattering rate remains high
even for an angle at which the anomalous
scattering is absent for I ⊥ Hin-plane.

Pronounced in-plane resistive anisotropy can
have a number of origins. There is known to be a
strong magnetostructural coupling in Sr3Ru2O7,
so one possibility is a symmetry-lowering struc-
tural phase transition giving the resistive anisot-
ropy due to a corresponding anisotropy in the
hopping integrals. Another is the formation of
field-alignable magnetic domains such as those
examined in the context of itinerant metamag-
netism in recent theoretical work (19, 20).

Fig. 1. The two diagonal
components raa and rbb of
the in-plane magnetoresis-
tivity tensor of a high-purity
single crystal of Sr3Ru2O7.
(A) For an applied field
parallel to the crystalline c
axis (with an alignment
accuracy of better than 2°),
raa (black) and rbb (red) are
almost identical. (B) With
the crystal tilted such that
the field is 13° from c,
giving an in-plane compo-
nent along a, a pronounced
anisotropy is seen, with the
easy direction for current
flow being along b, perpen-
dicular to the in-plane field component (18). If the in-plane field component is aligned along b instead, the
easy direction switches to current flow along a.
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Fig. 2. Three-dimensional plots of the magnetoresistivity components rbb (A) and raa (B) of a
single crystal of Sr3Ru2O7 as the external magnetic field is rotated from alignment along the
crystalline a axis (0°) to alignment along the crystalline c axis (90°), at a constant temperature of
100 mK. The quantity Hc(q) that normalizes h is the main metamagnetic transition (i.e., the one
that dominates the change in the magnetic moment). It varies smoothly from 5.1 T at 0° to 7.87 T
at 90°. The same data plotted without this normalization are shown in SOM Text 3.

www.sciencemag.org SCIENCE VOL 315 12 JANUARY 2007 215

REPORTS

 o
n
 N

o
v
e
m

b
e
r 

1
2
, 
2
0
0
8
 

w
w

w
.s

c
ie

n
c
e
m

a
g
.o

rg
D

o
w

n
lo

a
d
e
d
 f
ro

m
 

Very sensitive to disorder
Order 1 resistive anisotropy
C4 symmetry reduced to C2
(no associated structural transition)

The phase has orientational order, but translational symmetry is preserved
electronic analog of nematic phase. 

PRL 92, 166602 (2004) Science 315, 214 (2007)
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Similar features observed in 2DEG at high B fields

M. M. Fogler, et al, PRL 76 ,499 (1996), PRB 54, 1853 (1996); E. Fradkin et al, PRB 59, 8065 (1999), 
PRL 84, 1982 (2000).

M. P. Lilly et al., PRL 82, 
394 (1999)



III. Microscopic model and 
theoretical phase diagram



Itinerant electron metamagnetism

First consider effective theory for itinerant electron metamagnetism   

!!"!#$%!%
&
'

(
)!
!
!*

E =
∑

σ

∫ µσ

−∞
dε εν(ε)

M =
∑

σ

σ

∫ µσ

−∞
dε ν(ε)

1.

2.

From 1,and 2, we can derive Landau coefficients. 

Requirement for weakly first-order metamagnetic transition:
D.O.S at the fermi level must have pronounced positive curvature.  

F = αφ2 − βφ4 + γφ6 −Hφ



kx

ky

kx

ky

Isotropic Nematic

Electronic nematic phases

Classic nematic 
liquid crystal:
preserves translation 
breaks rotation 
symmetry.

Electronic analog:
Fermi surface breaks 
underlying rotational 
symmetry.

effective theory of the nematic transition: L=2 Fermi-liquid 
instability.  

Veff =
∑

k,k′

f2P2(k̂ · k̂′)δnkσδnk′σ′



Formulating a microscopic theory

Problems with a microscopic formulation:

1) Both metamagnetism and nematic order arise as 
intermediate to strong-coupling effects: difficult to treat theoretically.
Stoner mean-field theory: N(Ef)U~1 not a well-controlled method.  

2) Difficult to imagine why metamagnetism and nematicity 
should be tied together.  
 

Critical insight into both of these issues: H.-Y. Kee et al. PRB (2005).
Consider effective models close to van Hove singularities.    



Q̂ij
α (q) ∼

∑

k

c†k+qα

(
k̂ik̂j − 1

2
k̂2δij

)
ckα

effective model of single band near vHS  

Attractive

H =
∑

kσ

(εk − µ) c†kσckσ

+
∑

q,σ

F2(q)Tr[Q̂σ(q)Q̂σ(−q)] + H.c.

Veff

Veff
NEMATIC ORDER AND MAGNETIZATION

At the zero temperature, the free energy, F=F↑+F↓ can be
further simplified when !", #" /2$2t and F" for each spin

degree of freedom has the following form:9

F" = ! 1
F2
+ 2N0"!"

2

2
+ N0!!" +

#"

2
"2ln#!" +

#"

2

4
#

+ $#" → ! #"% , $8%

where all energy scales are in units of 2t for simplicity and

!"-independent terms are dropped.

The free energy is investigated as a function of the ap-

plied magnetic field, h, for a given chemical potential #. We
start with a closed Fermi surface. As the magnetic field, h,

increases, the spin-up $spin-down% Fermi surface volume in-
creases $decreases%. For small magnetic fields, there is no
spontaneous breaking of the lattice symmetry in the Fermi

surfaces. When h reaches the value that makes the spin-up

Fermi surface gets close to the van Hove singularity, the

nematic order parameter for the spin-up electrons jumps to a

finite value, !↑!0. This represents a first order transition
from a closed to an open spin-up Fermi surface. As h further

increases, another first order transition occurs such that !↑
abruptly jumps down to zero and the lattice symmetry is

restored. To summarize, a nematic phase exists in h1$h

$h2 and is bounded by two first order transitions from $to%
the low $high% field “isotropic” phases.
The behavior of the nematic order parameter for the

spin-up Fermi surface as a function of h is shown in Fig. 1.

Here we choose # / $2t%=!0.16 and F2N0=0.1. Notice the

order parameter jumps to a finite value at h1=0.0428 and

jumps down to zero at h2=0.277.

The behavior of the magnetization, M=#B&k$'ck↑
†
ck↑(

! 'c
k↓
†
ck↓(%, as a function of magnetic field is shown in Fig. 2.

Note that the magnetization jumps up at h1 and h2. Thus

there exist two consecutive metamagnetic transitions. The

corresponding Fermi surfaces in three different regions are

shown in the inset in Fig. 2. In principle, the nematic phase

in h1$h$h2 will exhibit anisotropic transport properties. In

real systems, however, there will be domains with two pos-

sible orientations of the open Fermi surface for spin-up elec-

trons.

POSSIBLE APPLICATIONS TO EXPERIMENTS

Metamagnetism occurs quite often in complex materials,

but recent experiments on the bilayer ruthenate, Sr3Ru2O7,

seem to provide rather unique opportunity to look at the

interplay between quantum fluctuations and

metamagnetism.14,15 Early experiments on Sr3Ru2O7 suggest

that the metamagnetic critical end point can be pushed down

to zero temperature by changing the direction of the mag-

netic field.14,15 In this case, one expects that the fluctuations

near the critical end point is inherently quantum

mechanical.16,17 Indeed many signatures of quantum critical

behavior are seen at finite temperatures near the putative

metamagnetic quantum critical end point.14,15

More recent experiments18 on much cleaner samples,

however, show that the system avoids the zero temperature

quantum critical end point when the angle of the magnetic

field gets very close to the “critical” value. Instead of sus-

taining large quantum fluctuations, the system undergoes two

consecutive first order transitions and the magnetization

jumps at each transition.18 It has been recently suggested19

that a magnetic field can tune an itinerant system so that the

majority-spin Fermi surface lies close to a van Hove point

which may lead to a spin-dependent Pomeranchuk

instability20 which is destroyed by further application of the

magnetic field.

At the phenomenological level, our simple model gives

rise to a similar behavior. In the experiment, h1 and h2 are

quite close while our mean field theory gives a relatively

wide region of the nematic phase. However, the window of

the nematic phase decreases as the value of F2N0 decreases.

This quantitative feature can also change if one considers a

different band structure or introducing an explicit interaction

between spin-up and spin-down electrons. On the other hand,

FIG. 1. The nematic order parameter, !↑, as a function of Zee-
man magnetic field, h, for F2N0=0.1 and #=!0.16 in units of 2t at
T=0.

FIG. 2. The magnetization, M, as a function of Zeeman mag-

netic field for F2N0=0.1 and #=!0.16. Two sharp metamagnetic
transitions are due to the phase transitions between the “isotropic,”

$a% and $c%, phases and the nematic state, $b%. The inset shows the
up-spin and down-spin Fermi surfaces in the nematic and “isotro-

pic” phases. Note that the down-spin Fermi surface volume gradu-

ally decreases as the Zeeman magnetic field increases, while the

up-spin Fermi surface changes abruptly at the nematic-“isotropic”

transitions.
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abruptly jumps down to zero and the lattice symmetry is

restored. To summarize, a nematic phase exists in h1$h

$h2 and is bounded by two first order transitions from $to%
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The behavior of the nematic order parameter for the

spin-up Fermi surface as a function of h is shown in Fig. 1.
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corresponding Fermi surfaces in three different regions are

shown in the inset in Fig. 2. In principle, the nematic phase

in h1$h$h2 will exhibit anisotropic transport properties. In

real systems, however, there will be domains with two pos-

sible orientations of the open Fermi surface for spin-up elec-

trons.

POSSIBLE APPLICATIONS TO EXPERIMENTS

Metamagnetism occurs quite often in complex materials,

but recent experiments on the bilayer ruthenate, Sr3Ru2O7,

seem to provide rather unique opportunity to look at the

interplay between quantum fluctuations and

metamagnetism.14,15 Early experiments on Sr3Ru2O7 suggest

that the metamagnetic critical end point can be pushed down

to zero temperature by changing the direction of the mag-

netic field.14,15 In this case, one expects that the fluctuations

near the critical end point is inherently quantum

mechanical.16,17 Indeed many signatures of quantum critical

behavior are seen at finite temperatures near the putative

metamagnetic quantum critical end point.14,15

More recent experiments18 on much cleaner samples,

however, show that the system avoids the zero temperature

quantum critical end point when the angle of the magnetic

field gets very close to the “critical” value. Instead of sus-

taining large quantum fluctuations, the system undergoes two

consecutive first order transitions and the magnetization

jumps at each transition.18 It has been recently suggested19

that a magnetic field can tune an itinerant system so that the

majority-spin Fermi surface lies close to a van Hove point

which may lead to a spin-dependent Pomeranchuk

instability20 which is destroyed by further application of the

magnetic field.

At the phenomenological level, our simple model gives

rise to a similar behavior. In the experiment, h1 and h2 are

quite close while our mean field theory gives a relatively

wide region of the nematic phase. However, the window of

the nematic phase decreases as the value of F2N0 decreases.

This quantitative feature can also change if one considers a

different band structure or introducing an explicit interaction

between spin-up and spin-down electrons. On the other hand,

FIG. 1. The nematic order parameter, !↑, as a function of Zee-
man magnetic field, h, for F2N0=0.1 and #=!0.16 in units of 2t at
T=0.

FIG. 2. The magnetization, M, as a function of Zeeman mag-

netic field for F2N0=0.1 and #=!0.16. Two sharp metamagnetic
transitions are due to the phase transitions between the “isotropic,”

$a% and $c%, phases and the nematic state, $b%. The inset shows the
up-spin and down-spin Fermi surfaces in the nematic and “isotro-

pic” phases. Note that the down-spin Fermi surface volume gradu-

ally decreases as the Zeeman magnetic field increases, while the

up-spin Fermi surface changes abruptly at the nematic-“isotropic”

transitions.

ITINERANT METAMAGNETISM INDUCED BY… PHYSICAL REVIEW B 71, 184402 $2005%

184402-3

Proposal of H.-Y. Kee et al.
PRB 71, 184402 (2005)



Q̂ij
α (q) ∼

∑

k

c†k+qα

(
k̂ik̂j − 1

2
k̂2δij

)
ckα

effective model of single band near vHS  

Repulsive

H =
∑

kσ

(εk − µ) c†kσckσ

+
∑

q,σ

F2(q)Tr[Q̂σ(q)Q̂σ(−q)] + H.c.

Veff

Veff
NEMATIC ORDER AND MAGNETIZATION

At the zero temperature, the free energy, F=F↑+F↓ can be
further simplified when !", #" /2$2t and F" for each spin

degree of freedom has the following form:9

F" = ! 1
F2
+ 2N0"!"

2

2
+ N0!!" +

#"

2
"2ln#!" +

#"

2

4
#

+ $#" → ! #"% , $8%

where all energy scales are in units of 2t for simplicity and

!"-independent terms are dropped.

The free energy is investigated as a function of the ap-

plied magnetic field, h, for a given chemical potential #. We
start with a closed Fermi surface. As the magnetic field, h,

increases, the spin-up $spin-down% Fermi surface volume in-
creases $decreases%. For small magnetic fields, there is no
spontaneous breaking of the lattice symmetry in the Fermi

surfaces. When h reaches the value that makes the spin-up

Fermi surface gets close to the van Hove singularity, the

nematic order parameter for the spin-up electrons jumps to a
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increases, another first order transition occurs such that !↑
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restored. To summarize, a nematic phase exists in h1$h
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corresponding Fermi surfaces in three different regions are

shown in the inset in Fig. 2. In principle, the nematic phase

in h1$h$h2 will exhibit anisotropic transport properties. In

real systems, however, there will be domains with two pos-

sible orientations of the open Fermi surface for spin-up elec-

trons.

POSSIBLE APPLICATIONS TO EXPERIMENTS

Metamagnetism occurs quite often in complex materials,

but recent experiments on the bilayer ruthenate, Sr3Ru2O7,

seem to provide rather unique opportunity to look at the

interplay between quantum fluctuations and

metamagnetism.14,15 Early experiments on Sr3Ru2O7 suggest

that the metamagnetic critical end point can be pushed down

to zero temperature by changing the direction of the mag-

netic field.14,15 In this case, one expects that the fluctuations

near the critical end point is inherently quantum

mechanical.16,17 Indeed many signatures of quantum critical

behavior are seen at finite temperatures near the putative

metamagnetic quantum critical end point.14,15

More recent experiments18 on much cleaner samples,

however, show that the system avoids the zero temperature

quantum critical end point when the angle of the magnetic

field gets very close to the “critical” value. Instead of sus-

taining large quantum fluctuations, the system undergoes two

consecutive first order transitions and the magnetization

jumps at each transition.18 It has been recently suggested19

that a magnetic field can tune an itinerant system so that the

majority-spin Fermi surface lies close to a van Hove point

which may lead to a spin-dependent Pomeranchuk

instability20 which is destroyed by further application of the

magnetic field.

At the phenomenological level, our simple model gives

rise to a similar behavior. In the experiment, h1 and h2 are

quite close while our mean field theory gives a relatively

wide region of the nematic phase. However, the window of

the nematic phase decreases as the value of F2N0 decreases.

This quantitative feature can also change if one considers a

different band structure or introducing an explicit interaction

between spin-up and spin-down electrons. On the other hand,

FIG. 1. The nematic order parameter, !↑, as a function of Zee-
man magnetic field, h, for F2N0=0.1 and #=!0.16 in units of 2t at
T=0.

FIG. 2. The magnetization, M, as a function of Zeeman mag-

netic field for F2N0=0.1 and #=!0.16. Two sharp metamagnetic
transitions are due to the phase transitions between the “isotropic,”

$a% and $c%, phases and the nematic state, $b%. The inset shows the
up-spin and down-spin Fermi surfaces in the nematic and “isotro-

pic” phases. Note that the down-spin Fermi surface volume gradu-

ally decreases as the Zeeman magnetic field increases, while the

up-spin Fermi surface changes abruptly at the nematic-“isotropic”

transitions.
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Although the phenomena can be “engineered”,

Microscopic origins of this is still unclear.

Our proposal: metamagnetic and nematic
transitions here are both driven by 
orbital-ordering tendency. 



Sr3Ru2O7 

Monolayer vs. bilayer ruthenate compounds 

What are the microscopic 
origins of the low temperature 
physics of Sr3Ru2O7 ?

i.e. why do Sr2RuO4 and 
Sr3Ru2O7 have such different 
physical properties?

Sr2RuO4 



Ru4+ 4d4

Cu2+ 4d9

•2 holes /Ru vs 1 hole /Cu

•4d oxides tend to have greater overlap with O 2p

•Strong covalency requires part of magnetic 
moment to reside on O 
!FM tendency in plane(direct exchange), inter-
perovskite block AFM (super exchange)
!Strong coupling between magnetic and 
structural d.o.f (large rotation in CaRuO3)

eg

t2g

eg

t2g

What are the microscopic origins of the low temperature physics of Sr3Ru2O7 ?

How does one explain the fact that metamagnetism and nematicity have not 
been observed in the monolayer material Sr2RuO4  ?

What are the microscopic origins of the low temperature physics of Sr3Ru2O7 ?

How does one explain the fact that metamagnetism and nematicity have not 
been observed in the monolayer material Sr2RuO4  ?

In both of these materials, degeneracy 
of Ru t2g (dxz,dyz,dxy) orbitals plays a 
crucial role.

The strong bilayer splitting in 
Sr3Ru2O7 is the primary 
difference between the two 
materials.  

tin plane

tbilayer

tin plane ≈ tbilayer

Which of the t2g orbitals are most affected by the bilayer splitting? 

z  

Monolayer vs. bilayer ruthenate compounds 



c

ba

pc
dyz

dxy

d

Ru O

O px

O py

Ru dxy
Ru dzx

O pz O pz

Ru dyz

π

δ

Electrons “hopping” between two adjacent Ru sites make use of 
intervening oxygen p-orbitals.  

(strong)  

(weak)  

xz,yz: quasi-1D bands, strongly affected by bilayer splitting.

xy: quasi-2D band, weakly affected by bilayer splitting.  

Primary difference between Sr2RuO4 (n=1) and Sr3Ru2O7: 

bilayer-split quasi-1D bands in Sr3Ru2O7.  
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D(E)

E

Bilayer-split quasi-1D bands satisfy 
Landau theory of weakly-first order 
metamagnetism: D(Ef) has pronounced 
positive curvature 

Ef

xz,yz orbitals also transform as a doublet 
under C4:

(
xz
yz

)
→

(
yz
−xz

)

Orbital-ordering among xz,yz: breaks C4, producing nematic order.  
Proximity of Fermi level to a van Hove singularity of the quasi 1D 
dispersion enables a weak-coupling treatment of this problem.  

Metamagnetism and nematicity in quasi-1D bands



H = Hkin + U
∑

i,α

niα↑niα↓ +
V

2

∑

iα#=α′

niαniα′

strongest hybridizations 
among t2g orbitals

Intra-orbital 
repulsion

Inter-orbital 
repulsion

∑

i

〈 !Mxz,i + !Myz,i + !Mxy,i〉 Total magnetic moment: breaks T.

Nematic: breaks orbital degeneracy, C4.

Metamagnetism and orbital-ordering: weak-coupling

∑

i

〈!Sxz,i − !Syz,i〉 Spin nematic: breaks orbital degeneracy, 
C4. T, SU(2), but preserves (C4 x T).  

∑

i

〈nxz,i − nyz,i〉
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Phase diagram

Finite Field

I: Small moment 

II: Intermediate 
moment, Nematic 

III: Large moment 

Physical regime: U ≈ V

All phase boundaries here 
mark 1st order transitions.
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Effect of spin-orbit coupling
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Angle-dependent “metanematic” 
transitions.

Phase I: small nematic order, 
small moment.

Phase II: large nematic order,
intermediate moment.

Phase III: small nematic order,
large moment.    

All phase boundaries mark 1st 
order transitions.  

Spin-orbit coupling captures 
the O(1) anisotropy of critical 
fields as the field angle is varied.

SOC changes Fermi surface topology, and therefore 
plays an important qualitative role.  

Hs.o(θ) = λ#L · #S(θ)



Comparison to finite-q order

excitations, we have fitted the response to a simple Lorentz-

ian model for the susceptibility !!(Q,")!!"(Q)""#(Q)/
$#2(Q)#"2% . From the fit we obtain a value for the energy

width &#!2.3$0.3 meV. This is much less than 9 meV
obtained by similar methods in the single layer compound

Sr2RuO4.
3 The presence of dispersion on an energy scale

much smaller than 'F and the small energy scale of the fluc-
tuations indicates the strong renormalising effects of electron

correlations in our compound. A rough estimate20 based on

our data indicates that the very large observed specific heat (
may be understood in terms of the spin degrees of freedom.

We also note that the susceptibility is large, translating to

!"(Q)) of 1.6"10%2 emu/mol Ru. This indicates that

Sr3Ru2O7 is much closer to magnetic order than its sister

compound.

FIG. 5. Q dependence of scattering along (h ,0,0) for an energy

transfer of 3.1 meV at three different temperatures, 1.5, 15, and 150

K. The peak near h!0.6 is believed to be spurious scattering.

FIG. 6. Temperature-dependence of magnetic response from

macroscopic and microscopic measurements *a+ Static susceptibility
from Ref. 6. *b+ Susceptibility, !!(Q,") *units: ,

B

2 /eV/Ru) from

neutron scattering at Q!(0.95,0,0) and an energy transfer of 2
meV, minus a background at *0.55,0,0+. *c+ As for *b+ at Q)
!(0.75,0,0). *d+ Fractional magnetoresistance $-(2T)%-(0)%/
-(0) measured with current parallel to the magnetic field in the
basal plane *Refs. 8,21+. The lines serve as guides to the eye.

FIG. 3. Energy and Q dependence of scattering at 1.5 K. Scans

along (h ,0,0) with energy transfers of 1, 2, 3, and 4 meV. We

believe that the sharp features at the ends of the scan at 4 meV are

due to optic phonons excited by second order contamination of the

incoming beam.

FIG. 4. Energy dependence of magnetic scattering at Q

!(0.75,0,0), minus backgrounds taken at *1.48,0,0+. The line rep-
resents a Lorentzian as described in the text. The ordinate has been

corrected by the Bose factor $n(")#1% and the Ru form factor and
converted to absolute units *with an accuracy .20%) by normal-
ization to the intensity of a transverse acoustic phonon, measured at

3.1 meV around *1,1,0+ at 100 K.

BRIEF REPORTS PHYSICAL REVIEW B 67, 012504 *2003+

012504-3

Incommensurate fluctuation at T<20K.

Wave vector consistent with nesting vectors.

Inelastic neutron scattering: 
incommensurate fluctuations 
for T < 20K.  Wave-vectors 
are consistent with FS nesting.
However, no static SDW order 
is present (for h=0).    

Spin-orbit coupling destroys 
near-perfect nesting of Fermi
surface.  

[
χij(q)

]st

ba
=

∫ β

0
dτ

∑

pp′

∑

αβγδ

σi
αβσj

γδ ×

〈Tτd†spα(τ)dtp+qβ(τ)d†ap′γ(0)dbp′−qδ(0)〉

How does the nematic phase here compare with SDW, etc?

one-loop spin susceptibility

RPA: 
Uc,sdw

2
Max (eig [χ]) = 1

close to critical coupling for FM.
SOC provides a natural explanation 
for why SDW order is not formed.    

PRB 67, 012504 (2004)



Summary

1) We have considered the microscopic origins of metamagnetism 
and nematicity, making use of interplay b/w orbital, spin ordering.  

2) Relatively small interval over which nematic phase occurs:

3) Asymmetry present in the problem (and experimental data).
Nematic order decreases monotonically from Hc1 to Hc2.  

4) Moderate spin-orbit coupling consistent with bandstructure 
estimates produce an O(1) decrease in critical fields as field 
angle varies.  

5) Quasi-1D bands contribute to spin-fluctuations and account for 
INS peaks.  However, spin-orbit coupling efficiently spoils their 
nesting, plausibly explaining why SDW order does not occur at h=0.

6) Our model predicts that nematic order should occur for all field 
orientations (this has not yet been detected experimentally).    



Current and future work

Our model does not provide an answer for large resistive anisotropy 
(just a symmetry argument).  

Plausible explanation: scattering off of nematic domains. 

should, in principle, be possible. In itinerant sys-
tems, it almost always consists of electron liquids
such as Fermi liquids or superfluids that respect
the lattice symmetry; the identification of super-
conductors in which the condensate breaks some
lattice symmetries has been one of the triumphs
of the field. [For a recent review, see (1).]

In recent years, there have been proposals that
even more exotic electronic liquids might be
observable. In an analogy with the nematic state
of liquid crystals, which is characterized by
orientational but not positional order, it might be
possible to form nematic liquids in electronic sys-
tems with strong correlations (2). In the broadest
sense, a correlated electron nematic is charac-
terized by a lowering of rotational symmetry in its
itinerant properties that is not simply a conse-
quence of a symmetry lowering of the lattice.

We report electrical transport phenomena that
show that the correlated electron system possesses
this key property of a nematic fluid. In previous
work, we have argued that a novel quantum phase
forms in the vicinity of a metamagnetic quantum
critical point in the correlated electron oxide
Sr3Ru2O7 (3–5). Here, we show that this state is
accompanied by pronounced magnetoresistive
anisotropies that have two-fold symmetry and
can be aligned using modest in-plane magnetic
fields. Even in the presence of these two-fold
anisotropies, neutron single-crystal diffraction
resolves no change from the initial square
symmetry of the lattice. The overall phenomenol-
ogy of our observations bears a striking resem-
blance to that observed in gallium arsenide (GaAs)
devices near the high-field limit (6–9), which
suggests that the nematic phenomena previously
thought to be specific to close proximity to a
fractional quantumHall statemay bemore general.

The single crystals used in the present work
were grown in an image furnace with techniques
described fully in (10). All transport data shown are
measurements of the in-plane magnetoresistiv-
ity, denoted r (11). Crystal purity is crucial in
Sr3Ru2O7. For a residual resistivity ro ≈ 3 mW·cm
(corresponding to a mean free path of ~300 Å
or less), the phase diagram contains a quantum
critical point (QCP) that can be accessed by the
application of a magnetic field of ~7.8 T parallel to
the crystalline c axis and the effects of which have
now been studied with a variety of experimental
probes (12–17). As the purity is increased, first-
order phase transitions appear as the QCP is
approached, and measurements of at least five
thermodynamic and transport properties contain
featureswhose loci enclose awell-defined region of
the phase diagram in the vicinity of the QCP.
Previously, we have argued that these observations
are indicative of the formation of a new quantum
phase (3–5). For fields applied parallel to c, r has a
pronounced anomaly when this phase is entered
(Fig. 1A). The two steep “sidewalls” coincide with
first-order phase transitions that can be observed
using ac susceptibility or magnetization. The angle,
q, of the applied magnetic field to the ab plane
of the crystal is a known tuning parameter in

Sr3Ru2O7 (14). Previous work has shown that the
large resistive anomaly of Fig. 1A disappears
rapidly with tilt angle (18), leaving behind much
weaker signals in r that trace the origin of the two
first-order phase transitions as a bifurcation from a
single first-order transition at q ≈ 60° (5), marked
by the white arrow in Fig. 2A. At first sight, this
seems to contradict the identification of the
bounded region between the two first-order lines
as a single distinctive phase; there was no evidence
that the sudden drop in resistivity with the angle
at q ≈ 80° coincided with any phase boundary. The
apparent contradiction can be resolved by postulat-
ing the existence of domains of some kind. In such
a picture, the behavior shown in Figs. 1A and 2A
would be due to these domains producing the extra
scattering. The fact that the anomalous scattering
disappears so rapidly as q increases would then be
most straightforwardly interpreted as being due to
the in-plane component of the tilted magnetic field
(Hin-plane) destroying the domains.

However, instead of simply removing the
anomalous peak, Hin-plane exposed an intrinsic
asymmetry of the underlying phase, defining

“easy” and “hard” directions for magnetotrans-
port. These easy and hard directions are shown in
Fig. 1B. In previous experiments (3–5), we had
worked with the current I // b ⊥ Hin-plane, so that
the standard metallic transverse magneto-
resistance rbb could be studied across the whole
phase diagram. In that configuration (red traces in
Fig. 1), the anomalous scattering disappears
rapidly as Hin-plane increases. However, the
behavior of raa (measured with I // a // Hin-plane)
is completely different. As shown by the black
traces in Fig. 1, the scattering rate remains high
even for an angle at which the anomalous
scattering is absent for I ⊥ Hin-plane.

Pronounced in-plane resistive anisotropy can
have a number of origins. There is known to be a
strong magnetostructural coupling in Sr3Ru2O7,
so one possibility is a symmetry-lowering struc-
tural phase transition giving the resistive anisot-
ropy due to a corresponding anisotropy in the
hopping integrals. Another is the formation of
field-alignable magnetic domains such as those
examined in the context of itinerant metamag-
netism in recent theoretical work (19, 20).

Fig. 1. The two diagonal
components raa and rbb of
the in-plane magnetoresis-
tivity tensor of a high-purity
single crystal of Sr3Ru2O7.
(A) For an applied field
parallel to the crystalline c
axis (with an alignment
accuracy of better than 2°),
raa (black) and rbb (red) are
almost identical. (B) With
the crystal tilted such that
the field is 13° from c,
giving an in-plane compo-
nent along a, a pronounced
anisotropy is seen, with the
easy direction for current
flow being along b, perpen-
dicular to the in-plane field component (18). If the in-plane field component is aligned along b instead, the
easy direction switches to current flow along a.
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Fig. 2. Three-dimensional plots of the magnetoresistivity components rbb (A) and raa (B) of a
single crystal of Sr3Ru2O7 as the external magnetic field is rotated from alignment along the
crystalline a axis (0°) to alignment along the crystalline c axis (90°), at a constant temperature of
100 mK. The quantity Hc(q) that normalizes h is the main metamagnetic transition (i.e., the one
that dominates the change in the magnetic moment). It varies smoothly from 5.1 T at 0° to 7.87 T
at 90°. The same data plotted without this normalization are shown in SOM Text 3.
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average resistivity decreases 
with angle as domains get 
aligned.   

Nematic domains could also 
account for why the phase 
has higher entropy

obtained from plotting the positions of peaks
in the thermal expansion a. Data obtained
from five different crystals of similar purity
studied independently in four separate labo-
ratories yield consistent information. Sur-
rounding the temperature and field at which
a QCP had been identified in more disor-
dered samples is a region in the (H,T) plane
enclosed by well-defined phase boundaries.
At sufficiently low temperatures these are
first-order, but they then change to second-
order as indicated (Fig. 3, red arrows) (18).

The existence of this new phase is the
central experimental result of our paper. The
anomalous transport properties that accompa-
ny it are strongly purity-dependent (14, 16);

it can be defined with the clarity shown (Fig.
3) only in the very best samples with rresG 1
mW cm. A strong purity dependence like this
is characteristic of some of the best-known
ordered phases in itinerant interacting elec-
tron systems such as the fractional quantum
Hall state (7) and unconventional supercon-
ductivity (10). Several key pieces of exper-
imental evidence further indicate that the
previously unknown phase is intrinsically
linked with the existence of the previously
identified metamagnetic QCP. First, as stated
above, it encloses the characteristic field of
that QCP as estimated either by direct
measurement on more disordered samples
or by extrapolation of transport and magnetic

measurements taken at temperature T 9 1 K
on the highest purity crystals. Second, we
draw attention to the relative orientation of
the first-order phase boundaries (Fig. 3).
These are seen to have opposite slopes and
curvatures with respect to field variation,
similar to the quantum critical contours that
can be calculated by using a Hertz-Millis
model for the underlying QCP (19). In
contrast, the naBve expectation for two
successive first-order metamagnetic transi-
tions unrelated to the QCP would be lines of
qualitatively similar slope and curvature,
whereas the boundary of a new phase might
have been expected to be dome-shaped.

The third piece of experimental support
for a connection with the quantum critical
physics of the underlying metamagnetism
comes from an initial study of the angular
dependence of r. Previous work on more
disordered samples has shown that rotating
the field from the c axis toward the ab plane
raises the characteristic temperature of the
underlying critical point, Bdetuning[ the
quantum criticality (13). It is, therefore,
natural to investigate the effect of changing
field angle on the formation of the anoma-
lous phase. To do this for all the thermody-
namic quantities contributing to Fig. 3 will be
a formidable experimental task, but the
resistivity data (Fig. 4) show that the anoma-
lous behavior is well bounded in field angle as
well as in field and temperature. Each method
of tuning is therefore seen to affect the
underlying critical point and the appearance
of new phase in a qualitatively similar way.

Although itinerant metamagnets have
been studied fairly extensively in the past
Efor example, (5, 20, 21)^, novel phase for-
mation in the vicinity of the metamagnetism
has been reported only in URu2Si2 (22, 23).
The phenomena seen there may have a
similar origin to those reported here, but
there are important differences in the physics
of the two materials. In URu2Si2, f electrons
play an important role, and both supercon-
ductivity and a much-studied Bhidden order[
phase are observed in zero applied field.
Also, the phase formation seems relatively
insensitive to the presence of disorder, in
contrast to the present case. Although we
certainly do not rule out relevance to the
fascinating physics that has been discovered
in URu2Si2, the following discussion will
have its basis purely in the observations
reported here on Sr3Ru2O7.

The key facts that any model for the new
phase needs to address are (i) the existence
of a large enhancement in the absolute value
of r accompanied by a suppression of its
temperature dependence, (ii) an itinerant
rather than a localized picture, as evidenced
by the observation of dHvA oscillations at
both high and low fields (24) and the
absence of a large change in the Hall

Fig. 3. An empirical phase dia-
gram from collating data from
the four measurements contrib-
uting to Figs. 1 and 2, combined
with the results of thermal ex-
pansion measurements. The col-
ored triangles are the loci of
peaks in ac susceptibility; the
white triangles, the loci of max-
ima (up) and minima (down); the
orange circles are derived from
dc magnetization; the yellow
diamonds, the loci of maxima in
dr/dH; the green diamonds, the
loci of maxima in d2r/dT2; and
the blue circles, the loci of
maxima in the magnetostriction.
The red arrows mark the temper-
atures of critical points deduced
from the temperatures above
which no peak in cµ is observ-
able. We believe that all the data
are consistent with the presence
of a phase enclosed with first-order phase boundaries for temperatures below these critical points
and a second-order line linking them at higher T.
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5-. The striking peak
that we associate with
formation of the phase
for H // c (black trace)
exists only over a nar-
row range of angle.
For angles G 80-, fea-
tures are still seen, but
they are much weaker.
(Insets) Sketches of the
kind of spin-dependent
Fermi surface distortion
that we discuss in the
text. They are notmeant
to be representative of
the true Fermi surfaces
but are designed to il-
lustrate the kind of symmetry breaking that we discuss. Hc1 denotes the field (about 7.8 T) at which
the symmetry-broken phase is entered. Below this field and above Hc2 (the field of about 8.1 T at which the
phase is left), both the spin-up and spin-down Fermi surfaces have the same symmetry (left inset).
Between Hc1 and Hc2, the spin-up Fermi surface distorts to a lower symmetry. This symmetry-
breaking distortion could equally well be rotated by 90-, so domain formation is likely.
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Nematic phase has a higher entropy than the 
surrounding isotropic phases.  



Current and future work

Effects of quantum fluctuations 

was independent of position, indicating that the sharp
peaks are not an extrinsic impurity effect. However, the
detailed distribution of spectral weight within the (intrin-
sic) subgap structure showed a small but measurable varia-
tion from site to site. Further studies will be needed to
clarify this issue.

It is interesting to compare these spectra with ab initio
LSDA calculations for orthorhombic Sr3Ru2O7 [11]. These
predict a number of sharp features in the DOS on the scale
of a few hundreds meV either side of EF, originating in
weakly dispersing bands at the zone edge—essentially a
set of van Hove singularities. As calculated, the Fermi
energy lies very close to one of these peaks. As a result,
the DOS (EF) has the strongly enhanced value 5.0 states/
eV Ru, and the Fermi surface topology is very sensitive to
small (meV) changes in the chemical potential. This is a set
of conditions highly favorable for itinerant electron meta-
magnetism, and a theory of the metamagnetic transition in
Sr3Ru2O7 based on the rigid shift of a van Hove singularity
in the DOS near EF has recently been proposed [17].

In order to establish the relationship between the peaks
observed in the LDOS and metamagnetism, we investi-
gated the detailed effects of magnetic field on the tunneling
spectra. Spectra at high energies (i.e., outside the pseudo-
gap) proved insensitive to field, and we therefore once
again focus on the low-energy regime. Repeated measure-
ments were made in field at a single atomic site. The
evolution of LDOS under magnetic field from 0 to 11 T
is shown in Fig. 3(a). For fields less than the metamagnetic
critical field of 8 T, the general trend is for spectral weight
to be transferred asymmetrically from the peaks at !3 mV
and "4 mV (which remain at roughly constant energy)

into the smaller features at !1 mV and "2 mV, respec-
tively. Above 8 T, the pattern of spectral weight transfer
changes, with the local minimum in the DOS (EF) rapidly
‘‘filled in.’’ In contrast, topographic images taken at Vs #
"7 mV did not show any field dependence up to 11 T. We
note that, while a previous tunneling study using
Sr3Ru2O7-I-Au junction did show an increase of tunneling
density of states as a function of field, it did not reveal any
sharp structure in the DOS [18]. We suspect that this
discrepancy arises either from the quality of junction, or
from matrix element effects sensitive to different sheets of
the Fermi surface.

The marked change in the nature of their evolution of
spectra with field at the critical field of 8 T shows that we
have captured the spectroscopic signature of a metamag-
netic transition. However, the transfer of spectral weight
over several meV cannot be understood simply in terms of
a rigid Zeeman shift of a free electron band. In this picture,
each zero-field peak splits symmetrically into separate
‘‘up’’ and ‘‘down’’ spin peaks in magnetic field. The scale
of this splitting is small—about 1 meV at 8 T—but large
enough to be resolved by our instrument. However, no such
Zeeman splitting is observed, and the spectral weight is
transferred over a range of energies greater than the asso-
ciated change in Zeeman energy.

FIG. 3 (color online). (a) Magnetic field dependence of dI=dV
spectra at T # 560 mK from 0 to 11 T (Set point: Vs # "7 mV,
It $ 50 pA, Bias modulation: Vmod # 200 !Vrms, fmod #
717 Hz). All spectra were taken at the same position as indicated
in the inset. (b) A ratio of dI=dV%Vs # "2 mV& to dI=dV%Vs #
"4 mV& and normalized dI=dV%Vs # 0 mV& at each magnetic
field calculated from (a). The magnetization curve measured at
T # 2 K is also plotted.

FIG. 2 (color online). Sample dependence of dI=dV in the
range !7 mV< Vs <"7 mV at T # 560 mK, B # 0 T (Set
point: Vs # "7 mV, It $ 50 pA, Bias modulation: Vmod #
80 !Vrms, fmod # 717 Hz). Sample 1 and 2 were taken from
the same batch. dI=dV spectrum of sample 1 in the range of
!40 mV< Vs <"40 mV is shown in the inset.
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STM experiments have revealed a “pseudogap” in 
LDOS which persists at zero field.

Can this feature be explained due to local nematic 
quantum fluctuations?  

This feature could also occur due to incommensurate 
spin-fluctuations

increased to !0.08. Such itinerant metamagnetism has gen-
erally been interpreted as a field-tuned Stoner transition into
a highly polarized magnetic state.6 "II# 0.4!x!1, which is
antiferromagnetic. The system first orders antiferromagneti-
cally at the Néel temperature TN and then experiences a MIT
at TMIT. TN and TMIT can be identified by anomalies in mag-
netization as shown in Fig. 2"a#, and they are consistent with
previous results.14,15 The magnetic structures of Ca3Ru2O7
were recently determined by neutron-scattering
measurements;10,13 the structure below TMIT is shown in the
inset of Fig. 1. "III# 0.08"x"0.4, which is an unusual
nearly ferromagnetic heavy mass. We will focus on this re-
gion below since it is the phase revealed in this study.

As shown in Fig. 2"a#, M /B is enhanced drastically with
increasing Ca content for 0.08"x"0.4 and T"10 K, sug-
gesting enhanced magnetic fluctuations. We have estimated
the Wilson ratio Rw= "#2kB

2 /3$B
2#"% /&e# for these samples

using the susceptibility % measured with 5 mT and zero-
field-cooling "ZFC# histories and the electronic specific heat.
Rw generally measures the FM correlation strength. For x
=0, Rw is !10 at 2 K, consistent with the previous result;8 it
increases significantly with increasing Ca content. Rw also
strongly depends on temperature and tends to diverge with
decreasing temperature. It reaches surprisingly large values
at low temperatures; e.g., Rw!700 for x=0.2 at !2.5 K $see
the inset of Fig. 2"a# and the Rw contour plot of Fig. 1%. This
divergent tendency is cut off due to the formation of the CSG
phase "see below#, resulting in a maximum of Rw around x
=0.2. Such a large Wilson ratio far surpasses that of any
nearly ferromagnetic material such as Pd "Rw&6–8#, Ni3Ga
"Rw&40#,19 and Ca0.5Sr1.5RuO4 "Rw&40#,20 indicating that
the FM fluctuations in the 0.08"x"0.4 range are
considerably stronger.

Nevertheless, such strong FM fluctuations do not evolve
into a long-range FM-ordered state; this is evidenced by the
Arrott plot of magnetization shown in Fig. 2"b#. The hall-
mark of a long-range FM state is the presence of a sponta-
neous magnetization, which manifests itself as a positive in-
tercept on the M2 axis in an Arrott plot. The Arrott plots for
0"x"0.4 exhibit no positive M2 intercept, indicating the
absence of long-range FM order even for the samples with
the strongest FM fluctuations. We note that the intercept for
the samples with x=0.2 and 0.3 approximately equals to
zero, indicating that the system is extremely close to a
long-range FM order.

This unusual nearly FM state freezes into a CSG phase at
low temperatures. For all of the samples in the 0.08"x
"0.4 range, we observed irreversibility in %"T# measured at
5 mT between ZFC and field-cooling "FC# histories, as well
as a strong frequency dependence of the ac susceptibility
peak occurring at the frozen temperature Tf, which are typi-
cal signatures of a glassy state. Figure 2"c# presents the
typical data for these observations.

All unusual magnetic properties described above can be
well understood by assuming that the system is in close
proximity to a two-dimensional "2D# ferromagnet with Tc
=0 K. This scenario allows the existence of strong FM fluc-
tuations without forming a long-range-ordered state at finite
temperatures since the long-range FM order in 2D on a
square lattice is not stable according to the Mermin-Wagner
theorem.21 The formation of the CSG is the way the system
releases the entropy at T'0 K when disorder unavoidably
exists in the solid solution.

Our observation of magnetic properties for x"0.4 differs
from early results as pointed out above.14,15 The Tc&3 K
weak FM phase observed in polycrystalline samples is prob-
ably due to the CSG phase being driven to a long-range FM
state by the intergrowth of the FM "Sr,Ca#RuO3 which was
indeed found in their samples.2,14 The Tc&100 K FM state
seen in flux-grown single crystals is likely due to the inter-
growth of the FM "Sr,Ca#4Ru3O10 with Tc&100 K.15,18 We
actually observed a similar FM feature in the impure crystals
from our initial batches which were found to involve tiny
amounts of "Sr,Ca#4Ru3O10 intergrowth.

FIG. 1. "Color online# Magnetic phase diagram of
"Sr1−xCax#3Ru2O7. AFM, antiferromagnetic; TN, the Néel tempera-
ture; and TMIT, the metal-insulator transition temperature. The
closed and open circles represent first- and second-order transitions,
respectively. Metamag., itinerant metamagnetic and TM, the tem-
perature of the peak in the susceptibility, below which the metamag-
netic transition occurs. PM: paramagnetic, represented by the con-
tour plot of the Wilson ratio Rw. NFM: unusual nearly FM heavy-
mass state. Tf: the frozen temperature of the CSG phase. Inset: the
magnetic structure of Ca3Ru2O7 below TMIT determined by neutron
scattering "Ref. 13#.
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FIG. 2. Magnetic properties for "Sr1−xCax#3Ru2O7. "a# Magneti-
zation divided by field M /B vs T under B"'a#=0.3 T. Inset: the
temperature dependence of Wilson ratio Rw of typical compositions.
"b# The Arrott plot of M"B# at T=2 K. "c# %"T# measured under
B=5 mT with FC "solid line# and ZFC "dotted line# histories for
x=0.3. Inset: ac susceptibility measured at various frequencies for
x=0.3.
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Calcium doping studies suggest a 
metamagnetic QCP occurs with doping.  
Nematic fluctuations might also persist 
here and could be the basis of a 
fluctuational theory.  
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