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electronic order, including charge- and 
spin-density-wave orders and nematic 
charge order, has (mostly) been dismissed as 
being an uninteresting sideshow, a material-
dependent complication or even a disease. 
However, in recent years increasingly 
extensive but largely indirect experimental 
evidence that these other types of order 
are ubiquitous in HTSC materials has 
led to a slowly spreading realization 
that they may have to be included in the 
‘irreducible minimum’ to understand 
HTSC. The direct observation — by X-ray 
diffraction — of an incipient charge density 
wave (CDW) in high-quality (ortho-VIII) 
crystals of YBa2Cu3O6+y (YBCO) has 
now been independently reported by 
Johan Chang et al.2 in Nature Physics and 
Giacomo Ghiringhelli et al.3 in Science. This 
is an important discovery, with the broad 
implication that other forms of charge order 
are inextricably intertwined with HTSC.

YBCO is the most studied HTSC 
compound. It is a quasi-two-dimensional 
material, as all the superconducting copper 
oxides are, in which the mobile electrons 
are largely confined to move in layers 
made of copper and oxygen, forming a 
liquid of strongly correlated degrees of 
freedom carrying charge and spin quantum 
numbers. A schematic phase diagram of 
YBCO as a function of the temperature T 
and the doping level y (that parameterizes 
the oxygen content of its chemical 
composition) is shown in Fig. 1. Near 
y = 0, and below the (Néel) temperature 
TN ~ 400 K, YBCO is an antiferromagnet 
and an electrical (Mott) insulator. As y 
increases, a superconducting phase with 
the shape of a rather distorted dome (red 
curve) is found, which has its maximum at 
the value of Tc ~ 90 K at the optimal doping 
level of y = 0.93. For doping levels y < 0.93, 
the material is considered ‘underdoped’. 
At temperatures well above the maximum 
Tc is a strange or ‘bad metal’ regime with 
many anomalous properties that are 
strikingly different from those of familiar 
‘good’ metals. One of the most mysterious 
regions of the phase diagram is referred 
to as the ‘pseudogap regime’, which lies 
below a not very sharply defined crossover 
temperature T*, marking the boundary 
between the ‘bad metal’ and an even more 
anomalous regime.

What Chang and co-workers discovered 
were pronounced peaks in the X-ray 
structure factor corresponding to 
substantially correlated CDW fluctuations 
that emerge below a temperature, 
TCDW ≈ 140 K, which is lower than, but 
of order T* ≈ 250 K, at the same level of 
doping. YBCO has a crystal structure 
consisting of stacked Cu–O bilayers, and 

is strongly (electronically) orthorhombic 
due to the presence of Cu–O chain layers. 
The new peaks in the X-ray structure 
factor are centred at the scattering vectors 
Q1 = (q1, 0, 1/2) and Q2 = (0, q2, 1/2 ) with 
q1 ≈ q2 ≈ 0.31. The correlation length of the 
CDW order — obtained from the width of 
the superlattice peaks — is temperature-
dependent, but grows to a maximum value 
corresponding to a correlation length of 
roughly ξab  ~ 20 lattice constants in plane, 
and ξc  ~ 1 unit cell out of plane. The value 
of q1 implies that, in plane, the density wave 
order is incommensurate with the Cu–O 
lattice, with a period close to three unit cells 
(which would correspond to q1 = 1/3 ). The 
1/2 factor in the ordering vector implies a 
tendency for neighbouring bilayers to have 
the CDW order shifted by phase π relative 
to each other — for true long-range order, 
it would correspond to a new unit cell with 
four Cu–O planes.

This fluctuating CDW order is 
strongly coupled to, and competes with, 
superconductivity, as demonstrated by 
the observed non-monotonic temperature 
dependence of the scattering intensity 
and the correlation length; both grow 
with decreasing temperature for 
TCDW > T > Tc, then drop with further 
decrease of temperature on entering the 
superconducting state for T < Tc ≈ 60 K. 
This competition is further corroborated 
by the high magnetic-field studies of 
Chang et al.2, which show that application 
of magnetic fields up to 17 T perpendicular 
to the planes has no detectable effect on the 
CDW correlations for T > Tc, but produces a 
large magnetic-field-induced enhancement 
of both the intensity and the correlation 

length of the peak in the structure factor 
when T < Tc. Presumably, this enhanced 
CDW order is an indirect consequence 
of the field-induced suppression of the 
superconducting order.

Fluctuating3 and static5,6 charge- and 
spin-density-wave (SDW) orders (in 
the form of stripes) have been seen in 
La2–xSrxCuO4 and La2–xBaxCuO4, but were 
regarded as special to the lanthanum 
‘214’ family. Moreover, charge nematic 
order — a melted CDW/SDW state with 
broken rotational invariance — has been 
seen in neutron scattering7 in highly 
underdoped YBCO (with y = 0.45) and also 
in Nernst-effect experiments8 above the 
superconducting dome throughout much of 
the pseudogap regime. The case of  
La2–xBaxCuO4 is particularly significant as 
it has a pronounced suppression of Tc near 
x = 1/8 where static CDW and SDW (stripe) 
phases are seen, as well as a state above Tc in 
which the Cu–O layers are superconducting 
and effectively decoupled9,10. The effective 
doping of the YBCO ortho-VIII crystals 
studied by Chang et al.2 (also studied in 
ref. 3) is also 1/8, and it is natural to expect 
a relation, although the ordering wave 
vectors are different. Strong evidence of 
charge order (nematic and CDW) has 
been seen in STM experiments4,11,12 in 
Bi2Sr2CaCu2O8+δ.

More directly relevant to the findings 
of Chang et al.2 (and to those of refs 3,4) is 
the comparison with the other evidence for 
charge order in YBCO. Exquisitely detailed 
quantum-oscillation experiments in 
magnetic fields larger than 30 T (sufficient 
to suppress superconductivity in YBCO) 
provided evidence that the competing 
state is a density wave13. Subsequent NMR 
experiments in magnetic fields in the 
range 15–35 T have shown that a sharp 
thermodynamic phase transition occurs at 
the onset of the CDW phase14 (although the 
ordering wave vector does not seem to agree 
with the X-ray results). Recent ultrasound 
experiments15 have found a thermodynamic 
transition at T* and a peak in the 
attenuation rate at TCDW. Finally, possible 
evidence of time-reversal symmetry-
breaking has been reported in YBCO with 
the Kerr effect16 and in neutron scattering17.

Clear evidence of incipient CDW order 
in YBCO is an important advance in 
the field. As the ‘cleanest’ of the cuprate 
materials, any ordering tendencies 
observed in YBCO are probably intrinsic. 
Nonetheless, the results raise many 
questions. Is the incipient CDW order 
in YBCO a material-specific property of 
this family of cuprates in a narrow range 
of doping, or is it more ubiquitous? Is it 
a close relative of the fully formed CDW 
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Figure 1 | Schematic phase diagram of the 
high-temperature superconductor YBCO. 
The red curve outlines the superconducting 
dome. Underneath T* lies the pseudogap 
regime, in which mesoscale electronic phase 
separation occurs.
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causes nearby spins to pair up into spin-zero 
singlets called valence bonds. The valence-
bond patterns one obtains after pairing up 
all spins (see Fig. 1) are not true eigenstates; 
one must also include quantum fluctuations 
in the form of short resonant loops of bonds, 
which mix in other patterns (green dashed 
line in Fig. 1a). In the limit of strong quantum 
fluctuations, a resonating-valence-bond 
state emerges, in which the valence bonds 
act like a quantum liquid. In this state all 
possible valence-bond patterns are present 
in a huge quantum superposition, even at 
zero temperature.

The topological properties are revealed 
by determining the parity of the number of 
bonds crossing a specified line (red lines in 
Fig. 1). Consider first only those lines that do 
not divide the system into two parts, such as 
that in Fig. 1b. The number, g, of topologically 
distinct curves of this type is closely related 
to the genus of the surface. As the local loop 
resonances must cross such a line twice 
(as in Fig. 1a), they do not alter the parity. 
The different degenerate ground states, and 
associated topological sectors, can then be 
specified by listing the parity for each distinct 
line. Resonances only take place within each 
topological sector, keeping the states distinct. 
This results in a ground-state degeneracy of 2g 
for a 2 QSL.

A second topological property of QSLs, 
the topological entanglement entropy 
(TEE)5,6, is based on concepts from the field of 
quantum information, which are increasingly 
becoming essential to condensed-matter 
physics. Now consider lines that do split the 
surface into two parts. The parity of these 
lines is fixed. This constraint implies that 
we know one extra bit of information about 
the quantum fluctuations between the two 
distinct parts, and reduces the entanglement 
entropy between them by kBln2, an effect 
that uniquely identifies QSLs. This reduction, 
however, can be quite difficult to detect, even 
in a numerical simulation.

Jiang et al.2 were able to use the TEE to 
convincingly identify a 2 QSL in a simple 
theoretical system: the S = 1/2 Heisenberg 
model on the kagome lattice — a feat 
independently achieved by Depenbrock and 
colleagues7. The studies show that the –kBln2 
correction can be detected more readily 
than before, and this method is already 
being applied to other spin-liquid candidate 
systems. Both papers2,7 are based on 
numerical studies using the density matrix 
renormalization group (DMRG)8, which has 
emerged as a powerful tool for simulating 2D 
quantum spin systems. They build on earlier 
work that identified the kagome system as a 
QSL, but could only provide circumstantial 
evidence suggesting the 2 type9.

In both the recent studies2,7, the TEE was 
measured on open cylinders (a geometry 
amenable to DMRG techniques), by cutting 
the cylinder in half perpendicular to the axis. 
This dividing line is equivalent to that in 
Fig. 1c. A subtle complication arises in this 
case: although the parity of the line in Fig. 1c 
is fixed, giving rise to the TEE, the presence of 
two degenerate ground states associated with 
the line in Fig. 1b can erase the TEE effect. 
Any linear combination of two degenerate 
states is still an eigenstate, but in this case 
only particular linear combinations, called 
minimum-entropy states, give the full –kBln2 
correction to the TEE10,11. Jiang et al.2 were 
able to show that a built-in bias in DMRG 
towards minimum-entropy states eliminates 
this complication.

All three studies2,7,9 can be viewed as 
the culmination of decades of theoretical 
effort. Ever since Anderson’s proposal, 
both theorists and experimentalists have 
been searching for QSLs. Much of the 
recent excitement in this field is due to the 
discovery of several materials, such as the 
kagome material herbertsmithite, which 
seem to be QSLs1,12. On the theoretical 
side, soon after the initial proposal4, some 
simple, realistic spin models, including the 

kagome, were predicted to have resonating 
valence-bond ground states. Unfortunately, 
properties such as frustration that make these 
systems good candidates also make them 
extremely difficult to treat, both analytically 
and in numerical simulations. The recent 
breakthrough comes almost 25 years after 
the kagome system was first discussed as a 
QSL candidate13,14.

Now that a simple, realistic model is 
known to be a QSL, many questions remain. 
One of the most important issues is that 
herbertsmithite seems to be a gapless QSL, 
whereas the 2 QSL is gapped12. One hopes 
that this discrepancy can be resolved by 
refining the model Hamiltonian. More 
generally, with advances in analytical, 
numerical and experimental approaches, 
and with a broad landscape of possible states 
and systems, the study of QSLs promises to 
remain exciting for quite some time. ❐
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In physics, ‘understanding’ involves 
simplifying a problem as much as 
possible, but not so much that its 

essence is lost. Since high-temperature 
superconductivity (HTSC) was 

discovered in 19861, it has been widely 
accepted that the heart of the problem 
is the interrelation between the (d wave) 
superconducting state, the proximate 
‘Mott insulating’ phase that has long-range 

antiferromagnetic order and the mysterious 
‘bad metal’ phase that dominates the phase 
diagram at temperatures well above the 
superconducting transition temperature, 
Tc. Persistent evidence of other forms of 

HIGH-TEMPERATURE SUPERCONDUCTIVITY

Ineluctable complexity
The discovery of charge-density-wave order in the high-temperature superconductor YBa2Cu3O6+y places charge 
order centre stage with superconductivity, suggesting that they are intertwined rather than competing.
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reported earlier on the basis of c-axis resistivity measurements14,
in excellent agreement with our own results.) The two-peak
structure is also apparent in the usual T—p plane: the single Tc
dome at H¼ 0 transforms into two domes when a magnetic field
is applied (Fig. 4b).

Discussion
A natural explanation for two peaks in the Hc2 vs p curve is that
each peak is associated with a distinct critical point where some

phase transition occurs. An example of this is the heavy-fermion
metal CeCu2Si2, where two Tc domes in the temperature-pressure
phase diagram were revealed by adding impurities to weaken
superconductivity15: one dome straddles an underlying anti-
ferromagnetic transition and the other dome a valence
transition16. In YBCO, there is indeed strong evidence of two
transitions—one at p1 and another at a critical doping consistent
with p2 (ref. 17). In particular, the Fermi surface of YBCO is
known to undergo one transformation at p¼ 0.08 and another
near pB0.18 (ref. 18). Hints of two critical points have also been
found in Bi2Sr2CaCu2O8þ d, as changes in the superconducting
gap detected by ARPES at p1B0.08 and p2B0.19 (ref. 19).

The transformation at p2 is a reconstruction of the large hole-
like cylinder at high doping that produces a small electron
pocket18,20,21. We associate the fall of Tc and the collapse of Hc2
below p2 to that Fermi-surface reconstruction. Recent studies
indicate that charge-density wave order plays a role in the
reconstruction22–25. Indeed, the charge modulation seen with
X-rays23–25 and the Fermi-surface reconstruction seen in the Hall
coefficient18,26 emerge in parallel with decreasing temperature
(see Fig. 5). Moreover, the charge modulation amplitude drops
suddenly below Tc, showing that superconductivity and charge
order compete23–25 (Supplementary Fig. 7a). As a function of
field24, the onset of this competition defines a line in the H—T
plane (Supplementary Fig. 7b) that is consistent with our Hc2(T)
line (Fig. 3). The flip side of this phase competition is that
superconductivity must in turn be suppressed by charge order,
consistent with our interpretation of the Tc fall and Hc2 collapse
below p2.

We can quantify the impact of phase competition by
computing the condensation energy dE at p¼ p2, using
Hc1¼ 110±5 mT at Tc¼ 93 K (ref. 27) and Hc2¼ 140±20 T
(Table 1), and comparing with dE at p¼ 0.11 (see above): dE
decreases by a factor 20 and dE/Tc

2 by a factor 8 (see
Supplementary Note 5). In Fig. 4c, we plot the doping
dependence of dE/Tc

2 (in qualitative agreement with earlier
estimates based on specific heat data28—see Supplementary
Fig. 8). We attribute the tremendous weakening of super-
conductivity below p2 to a major drop in the density of states
as the large hole-like Fermi surface reconstructs into small
pockets. This process is likely to involve both the pseudogap
formation and the charge ordering.

0

50

100

150

0 0.1 0.2 0.3

H
c2

 (
 T

 )

Hole doping, p

YBCO

p1 p2

a

0

25

50

75

100

0 0.1 0.2 0.3

T
c 

( 
K

 )

Hole doping, p 

YBCO

H = 0 
15 T
30 T

b

c

δE
 / 

T
c2  (

J 
K

–2
 m

–3
)

Hole doping, p 

0

50

100

150

200

0 0.1 0.2 0.3

YBCO

Figure 4 | Doping dependence of Hc2, Tc and the condensation energy.
(a) Upper critical field Hc2 of the cuprate superconductor YBCO as a
function of hole concentration (doping) p. Hc2 is defined as Hvs(T-0)
(Table 1), the onset of the vortex-solid phase at T-0, where Hvs(T) is
obtained from high-field resistivity data (Fig. 3, and Supplementary Figs 5
and 6). The point at p¼0.14 (square) is from data on Y124 (Fig. 3b). The
points at p40.22 (diamonds) are from data on Tl-2201 (Table 1, Fig. 2 and
Supplementary Fig. 6). Error bars on the Hc2 data represent the uncertainty
in extrapolating the Hvs(T) data to T¼0. (b) Critical temperature Tc of
YBCO as a function of doping p, for three values of the magnetic field H, as
indicated (Table 1). Tc is defined as the point of zero resistance. All lines are
a guide to the eye. Two peaks are observed in Hc2(p) and in Tc(p; H40),
located at p1B0.08 and p2B0.18 (open diamonds). The first peak coincides
with the onset of incommensurate spin modulations at pE0.08, detected
by neutron scattering30 and muon spin spectroscopy31. The second peak
coincides with the approximate onset of Fermi-surface reconstruction18,21,
attributed to charge modulations detected by high-field NMR (ref. 22) and
X-ray scattering23–25. (c) Condensation energy dE (red circles), given by the
product of Hc2 and Hc1 (see Supplementary Note 5 and Supplementary
Fig. 8), plotted as dE/Tc

2 vs p. Note the eightfold drop below p2 (vertical
dashed line), attributed predominantly to a corresponding drop in the
density of states. All lines are a guide to the eye.
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Relationship with vortex physics. For all samples, HchargeE9–15 T
is found to be lower than the melting transition of the
vortex lattice that takes place at Hmelt 420 T for T r5 K (ref. 14).
The charge-ordering transition thus occurs inside the vortex-solid
phase. As the vortex cores represent normal regions of radius xSC
within the superconductor, it is expected15–17 that the charge
fluctuations detected above Tc (refs 9–11) continue to develop at
low temperatures within the cores where they escape the
competition with superconductivity. As suggested by LDOS
modulations in Bi-2212 (ref. 2), halos of incipient charge order
are centred on the cores and they extend over a typical distance
xcharge4xSC (Fig. 4). On increasing the field, the long-range, static,
charge order may be expected to appear when these halos start to
overlap. This should occur at Hcharge¼F0/(2pxcharge

2), as the halo
density equals the density of vortices whose cores start to overlap at
the upper critical field, Hc2¼F0/(2pxSC

2). Owing to our

observation of a field-induced transition to the charge-ordered
state, this prediction is now confirmed by experiments for the first
time: Hcharge¼ 9.3±1.3 T for p¼ 0.12 (ortho-VIII) translates into
xcharge¼ 16a, where a is the planar Cu–Cu distance. This is to be
compared to xchargeE19a measured at H¼ 9 T and T¼ 2 K by
X-ray diffraction for the same doping level10. Despite the obvious
simplistic nature of the description (for instance, neither a coupling
between CuO2 planes nor an in-plane anisotropy of xcharge is
considered), this agreement suggests that this picture is indeed the
correct starting point for explaining the field-induced transition.
This is the second central result of this work.

Doping dependence of charge order around p¼ 0.11–0.12. On
increasing the field further in the p¼ 0.109 sample, Dnquad
saturates at fields of 30–35 T (Fig. 3a). Remarkably, this field scale
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T decreases below Tc (black circles). At ∼ 9 K, it bifurcates into
the two curves Hm1 and Hm2. Whereas Hm1 intercepts the H axis
at ∼ 25 T at 0.5 K (our lowest T), the higher field Hm2 rises
steeply to exceed 40 T at 0.5 K. The two vortex solid phases
separated by Hm1 are shaded differently and labeled as 1 and 2.
As discussed above, Hm1 ––estimated by a linear extrapolation of
the sweep-up and sweep-down curves of Md vs. H––measures the
field at which the vortex solid loses most of its shear rigidity.
Above Hm1, however, substantial irreversibility remains which
implies that the vortex solid remains. This is most apparent in the
Md –H curves at 0.5 K (Fig. 7).
One of our key conclusions is that the vortex liquid is stable in

the region shaded light blue in Fig. 8. This region extends from
Hm to our maximum Hz ∼ 41 T and up to temperatures above Tc.
We emphasize that even when hysteretic behavior vanishes in the
Md –H curves, the magnetization remains negative and strongly
T-dependent (see especially the curve at 0.5 K in Fig. 7). The
reversible, T-dependent diamagnetism is the experimental hall-
mark of the vortex liquid. The pair amplitude is nonzero in the
vortex liquid although dissipation is large because the vortex
liquid––lacking a finite shear modulus––cannot be pinned by

disorder. The picture of a relatively small HmðTÞ, together with
the very large pairing energy scale that allows the vortex liquid to
survive to very large H, is closely similar to that in other
underdoped cuprates (12, 13, 17–20).
In Fig. 8, we have also plotted the field HKðTÞ inferred from χd

(blue squares) with the dashed line drawn as a guide. The red
triangles represent HK inferred from κxx. As T decreases from 35
to 4 K, HK is nearly T-independent. Below 6 K, HK intersects the
melting curve. We identify HK with the onset of LRO in the
CDW as detected by X-ray diffraction (15 T at 10 K) (9). Three-
dimensional ordering of the CDW onsets near 15 T although
strong 2D fluctuations appear at 10 T (10). In Wu et al. (8), the
splitting of the NMR 17O lines onsets at a lower field (10 T for
P = 0.109), but saturates at a field close to our Hp (23 T). Below
40 K, the field scale Bco extracted from an ultrasonic experiment
(6) lies slightly higher than our HK curve (although the difference
may arise from the combined uncertainties). The present results
imply that the initial onset of static charge ordering has no ob-
servable effect on the melting field of the vortex solid.
The higher fieldHp inferred from κxx (also nearly T-independent)

is plotted as open triangles. In the limit T→ 0, it extrapolates to a
value 24± 1 T close to the intercept of Hm1. Hp is close to the value
at which the splitting of the NMR lines saturates.
A recent experiment in underdoped YBCO (with p = 0.11) has

observed that κxx at 1.8 K rises to a distinct peak at ∼ 23 T (7).
The authors interpret the peak as the true upper critical field
Hc2. However, the present results show that at T = 0.5 K, the
vortex solid exists up to 41 T while the vortex liquid persists to even
higher H. Hence the pair condensate with strong superconducting

Hm2
Hm1

Fig. 7. Hystereses in the curves of the torque τ vs. H in high fields at low T in
sample 3. At each T, hysteretic behavior between the sweep-up and -down
curves defines the field region in which the vortex solid is stable (arrows
indicate field sweep directions). For the curves at 15 K (black curves), the
rapid closing of the hysteresis loop with increasing H (gap between the
upper and lower branches) signals the melting of the vortex solid. The nexus
of the linear extrapolations of the two branches (dashed lines) defines the
melting field Hm1 ∼19.5 T. However, a small wedge representing vortex solid
2 exists to Hm2 ∼ 25 T (shaded gray). At 0.5 K, the vortex solid 2 region has
expanded considerably (shaded light blue). At the three temperatures, dHvA
oscillations are resolved. At 0.5 K, they onset in the vortex solid 2 region. We
note that at all fields up to 45 T, the magnetization is manifestly strongly
diamagnetic (τ< 0). Hence, at each T, the region above Hm2 is a stable vortex
liquid with finite pair amplitude.

Vortex liquid

Vortex solid 1

solid 2

mH

m2H

KH

pH

m1H

2 3YBa  Cu  O
p = 0.11

6.55

Fig. 8. Magnetic phase diagram in untwinned YBa2Cu3Oy (y = 6.55) inferred
from magnetization and the thermal conductivity. Given the 2D nature of
the transition curves, the vertical axis refers to the z component of H
applied in the torque experiments (for κxx measurements, H is always kẑ).
Above ∼ 8 K, the vortex solid is stable below the melting field Hm (solid
circles). Below ∼ 8 K, the Hm curve splits into two branches: Hm1 (solid circles)
and Hm2 (open circles). The vortex solid 1 below Hm1 displays a large critical
current density Jc and shear modulus, whereas the solid 2 (Hm1 <H<Hm2) has
a much smaller Jc but survives to ∼ 41 T at 0.5 K. Throughout, the vortex-
liquid state is stable to at least 41 T (region shaded light blue), but likely
much higher judging from the trend in Md vs. H. The nearly T-independent
kink field HK, identified as the onset of static charge order, is plotted as blue
squares (inferred from χd) and as red solid triangles (from κa and κb). It in-
tersects Hm1 without affecting the melting (to our resolution). The field scale
Hp (open triangles, derived from κa and κb) appears to terminate at the lower
melting field Hm1 in the limit T →0. At 0.5 K, the dHvA oscillations onset near
25 T (coexist with the vortex liquid below ∼ 41 T).

Yu et al. PNAS | November 8, 2016 | vol. 113 | no. 45 | 12671

PH
YS

IC
S

Yu et al., PNAS 113, 12667 (2016) 



CDW order appears to compete with SC 

X-rays observe a 2D to 3D transition of CDW 
       as Johan will explain 

3D CDW coexists with vortex liquid 
       does CDW order compete with SC phase order 
       rather than competing with pairing?



What does theory say about CDW order? 

Monday - Steve White - stripes in nn Hubbard model 

What happens if you go to 3-band Hubbard model? 
      Tom will explain 

Ground state: DMRG 

Excitations: DQMC - but only at high T >> T* 

      Do spin correlations only appear below T*, 
      or to they become more coherent below T*



Competition between CDW and 3D SC

M. HÜCKER et al. PHYSICAL REVIEW B 83, 104506 (2011)

stripe order (SO) satellite reflections, the stripe correlations
between the planes, the melting of the stripe order, and the
compatibility with the generic stripe phase diagram. Further-
more, there is a great lack of information for x > 1/8 because
crystal growth becomes progressively more challenging with
increasing x.

These are the issues addressed in the present study on
La2−xBaxCuO4 single crystals with 0.095 ! x ! 0.155. We
have characterized the CO with high-energy single-crystal
x-ray diffraction (XRD), by probing the associated lattice
modulation.13,14,17 That a modulation of the electron density
truly exists has been demonstrated previously in Ref. 19 for
La1.875Ba0.125CuO4 by means of resonant soft x-ray scattering.
We have investigated the SO both in the traditional way, with
neutron diffraction (ND), as well as in a less conventional
way by tracing a recently identified weak ferromagnetic
contribution to the normal state magnetic susceptibility.51

The various structural phases have been studied mostly with
XRD, and to some extent with ND, and the SC phase was
analyzed with shielding and Meissner fraction measurements.
As a result, we obtain the temperature versus Ba-concentration
phase diagram displayed in Fig. 1. One of the key features
is that CO exists over the entire range of x that we have
studied, including the two bulk SC crystals with the lowest and
highest x and maximum Tc on the order of 30 K. According
to our quantitative analysis, the stripe order for these end
compositions is already extremely weak, while it is most
pronounced at x = 1/8. In the underdoped regime the CO
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FIG. 1. (Color online) Temperature vs hole-doping phase dia-
gram of La2−xBaxCuO4 single crystals. Onset temperatures: Tc of
bulk superconductivity (SC), TCO of charge stripe order (CO), TSO

of spin stripe order (SO), and TLT of the low-temperature structural
phases LTT and LTLO. At base temperature CO, SO, and SC coexist
at least in the crystals with 0.095 ! x ! 0.135. For x = 0.155 we
identified CO but not SO, and observe a mixed LTT and LTLO phase.
In the case of x = 0.095, very weak orthorhombic strain persists at
low T . For x = 0.165 we have measured Tc only, before the crystal
decomposed. Solid and dashed lines are guides to the eye. Although
TCO, TSO, and TLT for several x were also determined with XRD and
ND, most data points in this figure are from magnetic susceptibility
measurements. Here, only TSO for x = 0.095 is from ND and TCO

and TLT for x = 0.155 from XRD.

always disappears at the low-temperature structural transition,
and for three crystals we can show that it melts isotropically.
On the other hand, the onset of bulk SC left no noticeable mark
in our CO and SO data.

The rest of the paper is organized as follows: In Sec. II we
describe the experimental methods and the choice of reciprocal
lattice used to index the reflections. In Sec. III we present four
subsections dedicated to our results on crystal structure, CO,
SO, and SC. In Sec. IV we summarize the doping dependence
of the various properties as a function of the nominal and
an estimated actual Ba content, compare our results with the
literature, and in Sec. V finish with a short conclusion.

II. EXPERIMENTAL

A series of six La2−xBaxCuO4 single crystals with 0.095 !
x ! 0.155 has been grown at Brookhaven with the traveling-
solvent floating-zone method. Previously reported results on
some of the compositions, in particular on the x = 1/8 crystal,
have demonstrated a very high sample quality.20,34–36,44,51–55

Because the compositions of the single crystals can deviate
from their nominal stoichiometry (see Ref. 56), it has been
vital to measure the structure, stripe order, and SC on pieces
of the same crystal. In Fig. 2(a) we show the unit cell of the
high-temperature tetragonal (HTT) phase, with space group
I4/mmm. Although the supercells of the low-temperature
phases LTO (space group Bmab) and LTT (space group
P 42/ncm) have a

√
2 ×

√
2 larger basal plane rotated by 45◦,

we nevertheless specify the scattering vectors Q = (h,k,ℓ) in
all phases in units of (2π/at ,2π/at ,2π/c) of the HTT cell with
lattice parameters at ≃ 3.78 Å and c ≃ 13.2 Å.57 In order to
express the orthorhombic strain s in the LTO phase, we will
refer to the lattice constants ao and bo of the LTO supercell,
which are larger than at by a factor of ∼

√
2.

The XRD experiments were performed with the triple-axis
diffractometer at wiggler beamline BW5 at DESY.58 To
create optimum conditions for studying the bulk properties
in transmission geometry, most samples were disk shaped
with a diameter (∼5 mm) significantly larger than the beam
size of 1 × 1 mm2, and a thickness (∼1 mm) close to the
penetration depth of the 100 keV photons (λ = 0.124 Å).
Counting rates are normalized to a storage ring current of
100 mA. To evaluate the x dependence of a superstructure
reflection relative to x = 0.125, we have normalized its inten-
sity with an integrated intensity ratio I (0.125)/I (x) of a nearby
fundamental Bragg reflection. For example, to normalize
the (1,0,0) and (2 + 2δ,0,5.5) reflections, we have applied
the factors I(200)(0.125)/I(200)(x) and I(206)(0.125)/I(206)(x)
of the (2,0,0) and (2,0,6) Bragg reflections, respectively.

The ND data for x = 0.115, 0.125, and 0.135 were
collected with the triple-axis spectrometer SPINS located at the
NIST Center for Neutron Research using beam collimations
of 55′-80′-S-80′-open (S = sample) with fixed final energy
Ef = 5 meV. The x = 0.095 crystal was studied at triple-axis
spectrometer HB-1 at the High Flux Isotope Reactor, Oak
Ridge National Laboratory, using beam collimations of 48′-
48′-S-40′-136′ with Ef = 14.7 meV. The cylindrical crystals,
with a typical weight between 5 and 10 g, were mounted
with their (h,k,0) zone parallel to the scattering plane. Doping

104506-2

the same slab. The parent slab exhibited a bulk diamagnetic
transition at 4 K, with 100% magnetic shielding at lower
temperatures. To measure !ab, current contacts were made
at the ends of the long crystal (7:5! 2 mm2 ! 0:3 mm
along the c-axis) to ensure uniform current flow; voltage
pads were also in direct contact with the ab-plane edges.
Voltage-current characteristics were measured over 5 or-
ders of magnitude with pulsed current ( " 1 ms) to avoid
sample heating. The thermoelectric power was measured
by the four-probe dc steady state method with a tempera-
ture gradient along the ab-plane at 1% of T across the
crystal. For !c, current contacts covered the major part
(85%) of the broad surfaces of the crystal (7:5!
3:4 mm2 ! 1:15 mm along c) to ensure uniform current
flow, with voltage contacts on the same surfaces, occupy-
ing 5% of the area. By annealing the contact pads (Ag
paint) at 200–450 #C for 0.5 h under flowing O2, low
contact resistance (< 0:2!) was always obtained.
Annealing the crystals under flowing O2 at 450 #C for
100 h did not alter the transport results. All resistivity
data reported here were taken with a dc current of 5 mA.
The magnetic susceptibility was measured on a third crys-
tal, having a mass of 0.6 g using a SQUID (superconduct-
ing quantum interference device) magnetometer.

Let us first consider the changes near Tco. Figure 2 shows
the thermopower and !ab as a function of temperature. The
thermopower shows a drastic drop below the transition,
going slightly negative below 45 K. This behavior is con-
sistent with previous studies of the thermopower and Hall
effect in La2$x$yNdySrxCuO4 and La2$xBaxCuO4 [17–

19]. In contrast, !ab shows a modest jump and then con-
tinues downward with a slope similar to that above the
transition; the sheet resistance at 45 K is %2 k!, well
within the metallic regime. Consider also the results for
!c=!ab, shown in Fig. 3(a). This ratio grows on cooling,
especially below Tco; such behavior is inconsistent with
expectations for a Fermi liquid.

The drop in thermopower suggests that the densities of
filled and empty states close to the Fermi level become
more symmetric when charge-stripe order is present. At the
same time, the small change in !ab indicates that the dc
conductivity in the planes remains essentially 2D. We also
know that the gap feature in the optical conductivity shows
up below Tco [5]. Since the gap does not seem to impact the
2D conductivity, it appears that it must be associated with
1D correlations within the stripes [3,10,20]. A possible
model for this state is the ‘‘sliding’’ Luttinger-liquid phase
[21], especially in the form worked out for neighboring
layers of orthogonal stripes [22], since we know that the
orientation of the charge stripes rotates by "=2 from one
layer to the next, following the glide symmetry of the
crystal structure [23]. The latter model predicts both 2D
metallic resistivity in the planes and !c=!ab % T$# with
#> 1, qualitatively consistent with our observations.
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FIG. 2 (color online). (a) Thermoelectric power vs temperature
for several different magnetic fields [as labeled in (b)], applied
along the c-axis. (b) In-plane resistivity vs temperature for the
same magnetic fields as in (a). The vertical dashed line indicates
Tco.
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FIG. 3 (color online). (a) Ratio of !c to !ab vs temperature in
fields of 0, 1 T, and 3 T, as labeled in (b). Inset shows zero-field
resistivity vs temperature; note that !ab reaches zero (within
error) at 18 K, while !c does not reach zero until 10 K. (b) In-
plane resistivity vs temperature on a semilog scale, for three
different c-axis magnetic fields, as labeled. The lines through the
data points correspond to fits to Eq. (1). Inset shows !c at zero
field on a linear scale.
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PDW state is exotic. 
Can we get direct evidence for the PDW state?

As Steve will describe, 
     scanning Josephson tunneling microscopic imaging 
                     offers great promise



debate, and we experimentally establish a new microscopic
scenario.
Though neutron scattering has been essential in identi-

fying the nature of magnetism in the Q phase, it does not
probe the superconducting state with which magnetism
couples. Thermal conductivity, however, is a powerful
probe of superconductivity [30,31] because it depends
on the presence of normal quasiparticles (excitations), as
the superconducting condensate itself does not carry heat.
Thermal conductivity is particularly sensitive to the pres-
ence of states where the energy gap in an unconventional
superconductor is zero, i.e., gap nodes. This sensitivity
arises because normal quasiparticles are easily excited
around the nodes, where the energy gap is small, and
therefore dominate the heat transport. As we show, mea-
surements on the thermal conductivity of CeCoIn5 in a
rotating magnetic field reveal the nature of the Q phase.

II. THERMAL CONDUCTIVITY IN THE Q PHASE

A. Experimental details

A needlelike single-crystal sample (2.5×0.5×0.2mm3)
was prepared with the long axis along the [110] crystallo-
graphic direction that coincides with superconducting

nodes. The heat current (J) was applied along the [110]
direction, and the thermal conductivity was measured with
the standard steady-state method with two thermometers
that were calibrated in advance. The magnetic field was
applied within the crystallographic ab plane, and the crystal
(equivalently, magnetic field) was rotated about the c axis
using an Attocube piezoelectric rotator [32].
The alignment of the crystallographic axis was con-

firmed by Laue x-ray diffraction to be within 1°. A total
of eight sections (approximately 1 cm long) of 50-μm-
diameter platinum wire were spot welded to the sample,
and small amounts of silver epoxy were applied over the
welds for mechanical strength. The cold end of the sample
was rigidly attached to a sample holder, a semicylindrical
copper rod 2 mm in diameter. The sample was glued to the
sample holder with varnish first; a pair of the platinum
wires were wrapped around the sample and the sample
holder; as the final step, silver paint was applied around the
Pt wires, the sample holder, and the cold end of the sample,
to enhance the electrical contacts between the bound wires
and the sample holder and to ensure mechanical stability of
the sample. The remaining three pairs of wires were used
for thermal connections to two thermometers and a heater.
The angle between the crystal and the magnetic field was

FIG. 1. (a) Phase diagram of CeCoIn5, showing theQ phase, based on specific heat measurements [7]. The red data points are obtained
from the present measurements, and the details are explained in Fig. 2. (b,c) Schematic diagrams that illustrate switching of the SDW
magnetic domain (QSDW) as the magnetic field H is rotated about [100]. The heat current J is in the nodal [110] direction. QSDW
switches to be more perpendicular toH, while lying along the nodes of the d-wave order parameter represented by the green curve. The
blue circle represents the normal Fermi surface and the magnetization of the SDW points out of the plane. (d) The thermal conductivity
of CeCoIn5 κ divided by temperature T in the Q phase as a function of the angle θ between H and the heat current J∥½110", at 11 T and
108 mK. The magnetic field is rotated between −90° and þ90° within the crystallographic ab plane. At 45° and −45°, the
antiferromagnetic ordering vectorQSDW switches between (0.44, 0.44, 0.5) and (0.44,−0.44, 0.5), as in (b,c) [27]. WhenQSDW switches
from QSDW⊥J to QSDW∥J, the thermal conductivity increases by approximately 15%. (e) Hysteretic behavior of the thermal
conductivity in the switching region around θ ¼ −45°, showing a first-order-like anomaly, for several fields. (f) Hysteretic behavior
around θ ¼ 45°. The inset shows the width of the hysteresis as a function of magnetic field [from (e)].

DUK Y. KIM et al. PHYS. REV. X 6, 041059 (2016)
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Does the PDW state exist in other systems?

CeCoIn5

Possible p-wave PDW 
in the Q phase
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FIG. 10. (Color online) Diamagnetic magnetization obtained
from χ (H ⊥ ab) data of Fig. 9 after subtracting a linear fit to the data
between 80 and 100 K. The high-field crossover at T ∼ 30 K is con-
sistent with the appearance of the LVL state, as discussed in the text.

previously, especially in Bi2Sr2CaCu2O8+δ (Refs. 55 and
56) and Bi2Sr2−xLaxCuO6+δ (Ref. 57). The rise of ρ⊥ with
increasing H⊥ is due to suppression of the conduction channel
associated with interlayer pair tunneling; on crossing the
maximum, single-particle transport dominates.55 The region
of negative magnetoresistance at high field has been attributed
to the impact of H⊥ on the pseudogap;56 reducing the antinodal
gap increases the density of normal carriers that can move
between planes. Parallels have also been drawn with the
field-tuned superconductor-insulator transition observed in
disordered thin films of various metals.58–60 By this latter
analogy, the resistive transition in ρ⊥ can be viewed as a
transition to a Cooper-pair insulator phase at high µ0H⊥. In our
case, the Cooper pairs are localized along the c axis, becoming
restricted to the CuO2 layers.

To emphasize the striking difference between ρ⊥ and ρ∥ in
an applied field, we compare their temperature dependencies
in Fig. 11 for µ0H⊥ = 0, 20, and 35 T. For ρ⊥, the field appears
to shift the superconducting transition to low temperature.
In contrast, ρ∥ shows a substantial drop near 30 K even in
the highest field, and it continues towards zero on further
cooling. There is clearly a broad regime in which the
superconducting layers are decoupled in terms of coherent
Cooper-pair transport.

Now, we want to be a bit more quantitative in defining tran-
sitions and crossovers. The regime of 3D superconductivity
ends when ρ⊥ becomes finite. We label the field at which this
occurs as H⊥

c . Our determination of H⊥
c is indicated by the

triangles in Fig. 1(a).
To analyze the growth of ρ⊥ with field, we start with the

model of a stack of Josephson junctions between supercon-
ducting CuO2 layers.18 It has been argued by several groups
that the field-induced rise in ρ⊥ can be understood in terms
of phase fluctuations in the interlayer Josephson junctions
due to thermal noise.61–64 In this interpretation, the relevant
quantity is the extensive resistance per Josephson junction.
Hettinger et al.64 demonstrated empirically that the effective
junction area corresponds to A = $0/(B⊥ + B0), where $0
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FIG. 11. (Color online) Measurements of (a) ρ⊥ and (b) ρ∥ as a
function of temperature for µ0H⊥ = 0, 20, and 35 T. The dashed lines
in (a) are guides to the eye. The solid lines in (b) are calculations of
2D flux-flow resistivity, as discussed in the text. Inset of (b) shows
%ρ∥/%T as a function of H⊥ and T .

is the flux quantum and B0 is a parameter. Some of us have
shown previously31 that this approach gives a good description
of the evolution of ρ⊥(T ,H⊥) in our sample for T < Tc0 with
B⊥ ≈ µ0H⊥ and B0 = 2.2 T. The effective junction resistance
is then R⊥ = ρ⊥s/A, where s is the interlayer spacing (6.6 Å).

According to Halperin et al.65 the criterion for a Josephson
junction to become effectively insulating is that it exceed RQ =
h/(4e2) = 6.45 k&, the quantum of resistance for Cooper
pairs. We define HQ as the field at which R⊥ = RQ; the T
dependence of HQ is shown by the squares in Fig. 1(a). As
one can see, the separation between HQ and H⊥

c is rather
modest.

Looking at Fig. 2(a), it appears that there is a common shape
to ρ⊥(H⊥) measured at different temperatures. In Fig. 12,
we show that R⊥/RQ scales as [(H⊥ − H⊥

c )/(HQ − H⊥
c )]α(T ),

with the T dependence of the exponent α displayed in the inset.
The scaling is motivated by a calculation from Konik66 for ρ⊥
in a model of weak Josephson coupling between 2D layers;
he predicts αK = 3

4 (1 + t), with t = (Tc0 − T )/Tc0, which is
represented by the dashed line in the inset.

E. In-plane resistivity ρ∥(H⊥,T )

We have already noted that the Hall effect and susceptibility
measurements indicate the onset of strong superconducting
fluctuations below 40 K, in a fashion that is surprisingly
independent of field. We see related behavior of ρ∥ in
Fig. 11(b), where the high-field data show a rapid drop at
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Decoupling of SC layers in a magnetic field

La2-xBaxCuO4  x = 0.095

Philip will show 
      
     more extreme SC anisotropy 
          in CeIrIn5 

     field-induced anisotropy 
          in CeRhIn5
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