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CDMS (Soudan) 2005 Si (7 keV threshold)
DATA listed top to bottom on plot



What is the WIMP 
Mass?

Complementarity DM Searches & Collider Expts  Richard Schnee15

Conclusions

• Determination of WIMP mass is much better for low WIMP

masses

• Systematic uncertainties on WIMP mass due to halo are of

order ± 20% - ±50% (should be explored in more detail)

• Better measurements of WIMP mass from colliders may be

combined with information from direct detection to better

constrain WIMP-nucleon cross section (and hence SUSY

parameters)
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Light Particles, Lots of 
Kinematic Edges 

• Peskin/Baltz/
Battagglia/
Wizansky

Figure 8: Relic density measurement for point LCC1. Histograms in this and all following
figures give the probability distribution dP/dx of the quantity on the x-axis, given the three
different sets of accelerator constraints. Where the x axis is plotted logarithmically, the
probability plotted is actually dP/d log10 x. All histograms integrate to unity. Results for
the LHC make use of the assumption that the underlying physics model is supersymmetry.
This might not be clear from the LHC data alone.

The tail in the Ωχh2 distribution from the 500 GeV ILC is also a surprise. Its
explanation is given in Fig. 9(c), which shows the correlation between Ωχh2 and the
mass of the A0 boson in this likelihood function. The s-channel process involving
the A0 boson actually makes a small contribution to the annihilation cross section
at LCC1, and this must be fixed to determine the cross section to a level below 1%.
When we learn the mass of the A0 at the 1000 GeV ILC, this uncertainty in the
prediction of Ωχh2 is removed.

4.3 Relic density at SPS1a′

Nojiri, Polesello, and Tovey (NPT) [11] have also estimated the capability of
the LHC data to predict the neutralino relic density. Their analysis was done at a
point quite similar, but not identical to, LCC1. By adjusting the parameters of our
simulation, we can make a direct comparison of our results to those of NPT. In this
section, we will describe our analysis of the point considered in [11] and show that
our results are in good agreement. Since NPT used a different method to arrive at
their estimate, this comparison provides a nontrivial check of the two methods.
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Figure 1: Schematic view of the Earth motion around the Sun.

plane, one can write: ve(t) = v! + v⊕cosγcosω(t − t0). Here v! is the Sun’s velocity
with the respect to the galactic halo (v! " v0 + 12 km/s and v0 is the local velocity
whose value is in the range 170-270 km/s [12, 20]); v⊕ = 30 km/s is the Earth’s orbital
velocity around the Sun on a plane with inclination γ = 60o with the respect to the
galactic plane. Furthermore, ω= 2π/T with T=1 year and roughly t0 " 2nd June
(when the Earth’s speed is at maximum). The Earth’s velocity can be conveniently
expressed in unit of v0: η(t) = ve(t)/v0 = η0 + ∆ηcosω(t − t0), where – depending on
the assumed value of the local velocity – η0=1.04-1.07 is the yearly average of η and
∆η = 0.05-0.09. Since ∆η # η0, the expected counting rate can be expressed by the
first order Taylor approximation:

dR

dER
[η(t)] =

dR

dER
[η0] +

∂

∂η

(

dR

dER

)

η=η0

∆η cosω(t − t0). (1)

Averaging this expression in a k-th energy interval one obtains:

Sk[η(t)] = Sk[η0] + [
∂Sk

∂η
]η0

∆ηcosω(t − t0) = S0,k + Sm,kcosω(t − t0), (2)

with the contribution from the highest order terms less than 0.1%. Thus, the annual
modulation signature is very distinctive since a WIMP-induced seasonal effect must
simultaneously satisfy all the following requirements: (i) the rate must contain a com-
ponent modulated according to a cosine function; (ii) with one year period; (iii) a
phase that peaks roughly around " 2nd June; (iv) this modulation must only be found
in a well-defined low energy range, where WIMP induced recoils can be present; (v) it
must apply to those events in which just one detector of many actually ”fires”, since
the WIMP multi-scattering probability is negligible; (vi) the modulation amplitude in
the region of maximal sensitivity must be <∼7% for usually adopted halo distributions,
but it can be larger in case of some possible scenarios such as e.g. those in refs. [21, 22].
Only systematic effects able to fulfil these 6 requirements and to account for the whole

3

Modulation Signature

• Modulation 
(Drukier, et al., 
Freese, et al.)



DAMA/LIBRA Counts
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Figure 1: Cumulative low-energy distribution of the single-hit scintillation events (that
is each detector has all the others as veto), as measured by the DAMA/LIBRA detec-
tors in an exposure of 0.53 ton × yr. The energy threshold of the experiment is 2 keV
and corrections for efficiencies are already applied.

bility is negligible), as measured by the DAMA/LIBRA detectors in the 0.53 ton×yr
exposure.

In order to further investigate the presence of DM particles in the galactic halo, a
model-independent investigation of the annual modulation signature has been carried
out by exploiting the time behaviour of the residual rates of the single-hit events in the
lowest energy regions of the DAMA/LIBRA data. These residual rates are calculated
from the measured rate of the single-hit events (obviously corrections for the overall
efficiency and for the acquisition dead time are already applied) after subtracting the
constant part: < rijk − flatjk >jk. Here rijk is the rate in the considered i-th time
interval for the j-th detector in the k-th energy bin, while flatjk is the rate of the
j-th detector in the k-th energy bin averaged over the cycles. The average is made
on all the detectors (j index) and on all the 1 keV bins (k index) which constitute
the considered energy interval. The weighted mean of the residuals must obviously be
zero over one cycle.

Figure 2 shows the time behaviour (over three energy intervals) of the model-
independent residual rates for single-hit events collected by the new DAMA/LIBRA
experiment over four annual cycles (0.53 ton×yr). Those measured over seven annual
cycles by the former DAMA/NaI experiment [4, 5] (0.29 ton×yr) are shown as well;
the cumulative exposure of the two experiments is 0.82 ton×yr. The advantage of the
increased exposed mass and exposure is evident.

In particular, the residual rates in the (2 – 4), (2 – 5) and (2 – 6) keV energy intervals
are depicted in Fig. 2; the experimental points present the errors as vertical bars and
the associated time bin width as horizontal bars. The superimposed curves represent
the cosinusoidal functions behaviours A cos ω(t − t0) with a period T = 2π

ω = 1 yr
and with a phase t0 = 152.5 day (June 2nd) and modulation amplitudes, A, obtained
by best fit over the whole data (DAMA/NaI & DAMA/LIBRA). The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. We note that, for simplicity, in Fig. 2 the same time
binning already considered e.g. in ref. [4, 5] has been used. The result of this approach
is similar by choosing other time binnings, as it is also evident from the analysis on
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.
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DAMA/LIBRA Data
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Figure 4: Power spectrum of the measured single-hit residuals for the (2–6) keV
(solid lines) and (6–14) keV (dotted lines) energy intervals calculated according to
ref. [22], including also the treatment of the experimental errors and of the time bin-
ning. The data refer to: left - just to the DAMA/LIBRA data; right - to the cumulative
DAMA/NaI and DAMA/LIBRA data; the case of DAMA/NaI has been given in ref.
[4, 5]. As it can be seen, the principal mode present in the (2–6) keV energy interval
corresponds to a frequency of 2.705 × 10−3 d−1 and 2.737 × 10−3 d−1, respectively
(vertical lines); that is, they correspond to a period of " 1 year. A similar peak is not
present in the (6–14) keV energy interval just above.
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Figure 5: Experimental residuals in the (2 – 6) keV region and those in the (6 – 14)
keV region just above for the DAMA/LIBRA data considered as collected in a single
annual cycle. The experimental points present the errors as vertical bars and the
associated time bin width as horizontal bars. The initial time is taken at August 7th.
The clear modulation is present in the lowest energy interval, while it is absent just
above. See text.

Fig. 5 compares the residuals in the (2 – 6) keV region and those in the (6 – 14)
keV region just above for the DAMA/LIBRA data considered as collected in a single
annual cycle. A clear modulation is present in the lowest energy interval, while it is
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Energy Dependence

Energy (keV)

S
m

 (
cp

d
/k

g
/k

eV
)

-0.05

-0.025

0

0.025

0.05

0 2 4 6 8 10 12 14 16 18 20

Figure 9: Energy distribution of the Sm,k variable for the total exposure (0.82 ton×yr,
DAMA/NaI & DAMA/LIBRA). See text. A clear modulation is present in the lowest
energy region, while Sm,k values compatible with zero are present just above. In fact,
the Sm,k values in the (6–20) keV energy interval have random fluctuations around
zero with χ2 equal to 24.4 for 28 degrees of freedom. See also Appendix A.

The method also allows the extraction of the Sm (hereafter the index k is omitted)
values for each detector, for each annual cycle as well as for each considered energy
bin. The Sm are expected to follow a normal distribution in absence of any systematic
effects. Therefore, in order to show if they are statistically well distributed in all the
crystals, in all the annual cycles and in the energy bins, the variable x = Sm−〈Sm〉

σ is
considered. Here, σ are the errors associated to Sm and 〈Sm〉 are the mean values of the
Sm averaged over the detectors and the annual cycles for each considered energy bin
(in the following ∆E = 0.25 keV). Similar investigations have already been performed
also for DAMA/NaI [4, 5].

Figure 10 shows the distributions of the variable x for the DAMA/LIBRA data in
the (2–6) keV energy interval plotted for each detector separately (i.e. the entries of
each histogram are the 64 x values, evaluated for the 16 energy bins in the consid-
ered (2–6) keV energy interval and for the 4 DAMA/LIBRA annual cycles). These
distributions allow one to conclude that the observed annual modulation effect is well
distributed in all the detectors and annual cycles. In fact, the standard deviations
of the x variable for the DAMA/LIBRA detectors range from 0.80 to 1.16 (see also
Fig. 11–bottom). Defining χ2 = Σx2 – where the sum is extended over all the 64 x
values – χ2/d.o.f. values ranging from 0.7 to 1.28 (see Fig. 11–top) are obtained. The
corresponding upper tail probabilities range from about 97% to 6%. Therefore, the
observed annual modulation effect is well distributed in all the detectors at 95% C.L..
The χ2/d.o.f. values of the DAMA/LIBRA detectors show a distribution around their
expectation value (see Fig. 11–top). The twenty-four points follow a χ2 distribution
with 64 degrees of freedom; in fact, when compared with the expectation in Fig. 11–
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FIG. 3: Results from 58.6 live-days of WIMP-search in the
5.4 kg LXe target. The WIMP search window was defined
between the two vertical lines (4.5 to 26.9 keV nuclear recoil
equivalent energy) and blue lines (about 50% nuclear recoil
acceptance).

edges (3 events/keVee/kg/day). For this analysis, the
fiducial volume is chosen to be within 15 to 65 µs (about
9.3 cm in Z, out of the total drift distance of 15 cm)
drift time window and with a radius less than 8 cm (out
of 10 cm) in XY , corresponding to a total mass of 5.4 kg
(Fig. 2) [24]. The cut in Z also removes many anomalous
events due to the LXe around the bottom PMTs, where
they happen more frequently compared to the top part
of the detector.

After all the cuts were finalized for the energy window
of interest, we analyzed the 58.6 live-days of WIMP-
search data. From a total of about 1800 events, ten
events were observed in the WIMP search window after
cuts (Fig. 3). We expect about seven statistical leakage
events (see Table I) by assuming that the ∆Log10(S2/S1)
distribution from electron recoils is purely Gaussian,
an assumption which is statistically consistent with the
available calibration data, except for a few “anomalous
leakage events”. However, the uncertainty of the esti-
mated number of leakage events for each energy bin in
the analysis of the WIMP search data is currently limited
by available calibration statistics. Based on the analy-
sis of multiple scatter events, no neutron induced recoil
event is expected in the single scatter WIMP-search data
set. To set conservative limits on WIMP-nucleon spin-
independent cross section, we consider all ten observed
events, with no background subtraction. Figure 4 shows
the 90% C.L. upper limit on WIMP-nucleon cross sec-
tions as a function of WIMP mass, calculated for a con-
stant 19% Leff , the standard assumptions for the galac-
tic halo [26], and using the “maximum gap” method in
[25]. For a WIMP mass of 100 GeV/c2, the upper limit
is 8.8 × 10−44 cm2, a factor of 2.3 lower than the pre-
viously best published limit [27]. For a WIMP mass of
30 GeV/c2, the limit is 4.5 × 10−44 cm2. Energy res-
olution has been taken into account in the calculation.
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FIG. 4: Spin-independent WIMP-nucleon cross-section upper
limits (90% C.L.) versus WIMP mass. Curves are shown for
the previous best published limit (upper, blue) [27] and the
current work (lower, red), assuming a constant 19% Leff .
The shaded area is for parameters in the constrained minimal
supersymmetric models [6, 29].

The largest systematic uncertainty is attributed to the
limited knowledge of Leff at low nuclear recoil energies.
Our own measurements of this quantity [21] did not ex-
tend below 10.8 keVr, yielding a value of (13.0±2.4)% at
this energy. More recent measurements by Chepel et al.
[22] have yielded a value of 34% at 5 keVr, with a large
error.

A comparison between the XENON10 neutron calibra-
tion data and Monte Carlo simulated data, including the
effects of detector resolution and energy dependence of
Leff , provides an effective constraint on the variation of
Leff for all energies in the analysis range [28]. The con-
stant Leff assumption used to calculate the limits above
shows reasonable agreement at the 10% level between
the Monte Carlo predicted spectrum and the measured
energy dependence and intensity of the single scatter nu-
clear recoil spectrum. The Leff assumption which gives
the best agreement implies a slightly more sensitive ex-
clusion limit, and is not quoted. A conservative exclu-
sion limit was calculated by including estimates of possi-
ble systematic uncertainty in the signal acceptance near
threshold. Also included was an estimate of the uncer-
tainty in the energy dependence of the neutron scattering
cross sections used in the Monte Carlo simulations. The
Leff assumption which gives poorest sensitivity, while
remaining consistent at the 1% level with the neutron
calibration data, corresponds to exclusion limits as high
as 10.4 × 10−44 cm2 (5.2 × 10−44 cm2) for a WIMP mass
of 100 GeV/c2 (30 GeV/c2).

Although we treated all 10 events as WIMP candi-
dates in calculating the limit, none of the events are likely

0706.0039 XENON
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FIG. 1: Log10(S2/S1) as a function of energy for electron re-
coils (top) and nuclear recoils (bottom) from calibration data.
The colored lines are the mean Log10(S2/S1) values of the
electron recoil (upper, red) and nuclear recoil (lower, blue)
bands. The region between the two vertical dashed lines is
the energy window (4.5 - 26.9 keV nuclear recoil equivalent
energy) chosen for the WIMP search. An S2 software thresh-
old of 300 pe is also imposed (black lines).

TABLE I: The software cut acceptance of nuclear recoils εc,
the nuclear recoil acceptance Anr, and the electron recoil re-
jection efficiency Rer for each of the seven energy bins (Enr

in nuclear recoil equivalent energy). The expected number
of leakage events, Nleak, is based on Rer and the number of
detected events, Nevt, in each energy bin, for the 58.6 live-
days WIMP-search data, with 5.4 kg fiducial. Errors are the
statistical uncertainty from the Gaussian fits on the electron
recoil ∆Log10(S2/S1) distribution.

Enr (keV) εc Anr 1 - Rer Nevt Nleak

(10−3)
4.5 - 6.7 0.94 0.45 0.8+0.7

−0.4 213 0.2+0.2
−0.1

6.7 - 9.0 0.90 0.46 1.7+1.6
−0.9 195 0.3+0.3

−0.2

9.0 - 11.2 0.89 0.46 1.1+0.9
−0.5 183 0.2+0.2

−0.1

11.2 - 13.4 0.85 0.44 4.1+3.6
−2.0 190 0.8+0.7

−0.4

13.4 - 17.9 0.83 0.49 4.2+1.8
−1.3 332 1.4+0.6

−0.4

17.9 - 22.4 0.80 0.47 4.3+1.7
−1.2 328 1.4+0.5

−0.4

22.4 - 26.9 0.77 0.45 7.2+2.4
−1.9 374 2.7+0.9

−0.7

Total 1815 7.0+1.4
−1.0

empirically to be statistically consistent with Gaussian
fits, except for a small number of “anomalous leakage
events”. From these fits, we estimate the electron recoil
rejection efficiency and predict the number of statistical
leakage events in the WIMP search data, for the defined
nuclear recoil acceptance window. For each energy bin,
the derived electron recoil rejection efficiency and the nu-
clear recoil acceptance values are listed in Table I.

In addition to the statistical events leaking from the
electron recoil band into the nuclear recoil acceptance
window, we observed anomalous leakage events in the

137Cs calibration data and unmasked WIMP search data.
These events were identified to be multiple-scatter events
with one scatter in the non-active LXe mostly below the
cathode and a second scatter in the active LXe volume.
The S2 signal from this type of event is from the interac-
tion in the active volume only, while the S1 signal is the
sum of the two S1’s in both the active and non-active
volume. The result is a smaller S2/S1 value compared
to that for a single-scatter event, making some of these
events appear in the WIMP-search window. Two types
of cuts, one using the S1 signal asymmetry between the
top and bottom PMT arrays and the other using the S1

hit pattern, defined as S1RMS =
√

1
n

∑

(S1i − S1)2 (i =

1, n), on either the bottom or the top PMT array, are de-
fined to remove these anomalous events. The S1 signal
from the scatter outside the active volume tends to be
clustered on a few of the bottom PMTs (larger S1RMS),
while the S1 signal from a normal event in the active vol-
ume is distributed more evenly over the PMTs (smaller
S1RMS). A large fraction of events that leaked into
the WIMP-signal window are of this type of background
and could be removed by the cuts discussed above. The
cut acceptance εc for single-scatter nuclear recoil events,
based on AmBe neutron calibration data, is listed in Ta-
ble I.

FIG. 2: Position distribution of events in the 4.5 to 26.9 keV
nuclear recoil energy window, from the 58.6 live-days of
WIMP-search data. (+) Events in the WIMP-signal region
before the software cuts. (⊕) Events remaining in the WIMP-
search region after the software cuts. The solid lines indicate
the fiducial volume, corresponding to a mass of 5.4 kg.

The 3D position sensitivity of the XENON10 detec-
tor gives additional background suppression with fiducial
volume cuts [23]. Due to the high stopping power of LXe,
the background rate in the central part of the detector
is lower (0.6 events/keVee/kg/day) than that near the

0706.0039 XENON
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COUPP Methodology

Figure 1: Instantaneous stopping power vs. energy for different particles in CF3I, including its

three recoiling species. Plotted as horizontal and vertical lines are the calculated dE/dx and en-

ergy thresholds for bubble nucleation at T=40 C and two different operating pressures. Accord-

ing to the “Hot Spike” nucleation model (8) only radiations in the top right (colored) quadrants

can lead to bubbles. Notice the absence of this possibility for electrons even toward the end of

their range, in conditions that nonetheless lead to a sensitivity to recoils of just a few keV, such

as those expected from WIMP interactions. Alpha particles and their recoiling daughters can

induce bubble nucleations and the presence of their emitters must therefore be avoided.

14



Bubble Chamber 
Bounds

Figure 6: Top: Improved limits on spin-dependent (pure) proton-WIMP coupling vs. WIMP

mass from this experiment (COUPP, the Chicagoland Observatory for Underground Particle

Physics). Couplings above the line would have produced signals above observed backgrounds

and are excluded to 90% C.L. Limits from other experiments are also shown (29), as well as the

(orange) region favored as a possible explanation to an existing claim for WIMP observation

(30, 31), a hypothesis now contradicted by this experiment. Bottom: Similar limits for spin-

dependent coupling parameters where no assumption is made about the relative strength of the

coupling to neutrons and protons, but a WIMP mass must be chosen (50 GeV/c2 here) (32, 33).

The region outside of the ellipses is excluded by each experiment.
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Resolution?

• Need to have very different scattering from 
the target nuclei.

• Light Dark Matter? (Gondolo/Gelmini) Not 
entirely clear if this window still exists.  
(See TEXONO... others?)

• Inelastic Dark Matter?  (Weiner/Smith)
Does this window still exist?



Wish List:

• Is there missing energy at LHC?

• What is mass of missing particle (10% 
better?)

• What is the model of that the DM particle 
lives in?

• Parameters of Model? Is it a thermal relic 
density?


