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• High spin to low spin transition linked to volume collapse 
of ion

• Ideal material to compare calculation and experiment 

• Lu: complete f-shell 

• Simple stoichiometry and crystal structure

• Accurate experimental data up to 125 GPa [1]

• Well defined transition pressure (50 GPa)

• Perovskite structure [2,3] with strong distortion [small 
temperature effects]

• Earlier works LDA [4,5], LDA+U [6]

Volume and spin collapse in orthoferrite 
LuFeO3 using LDA +U

Donat J. Adams1,2 and Bernard Amadon1

1CEA,DAM,DIF, F 91297 Arpajon, France
2 Centre de Physique Théorique, École Polytechnique, F91128 Palaiseau, France

• LDA+U: Exchange correlation energy LDA 
and Hubbard Hamiltonian for Fe-3d orbitals:.

• Projector augmented waves (PAW) atomic 
data [7,8]

• Atomic data tested on O2, bcc FM Fe, FeO, Lu 
metal

• Software: Abinit [7,9]

• Precision: dEd = 10meV, dp = 0.08 GPa, dH = 
50 meV, pcr = 0.04 GPa (36 k-points, 435 eV 
energy cutoff)

Volume collapse
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FIG. 4: Dependence of the transition 
pressure upon the Coulomb 
repulsion U and the exchange 
parameter J. Insets: Dependence of 
the ground state energy on U and J
at a fixed volume. 

FIG. 3: Enthalpy of the HS, the LS and the LS’
phase. Crossings: phase transitions. Transition HS 
to LS at  22 GPa (unrelaxed) and 51 GPa (relaxed). 
Transition to LS’ lower by 4 GPa. Inset: the energy 
of the HS and LS phase at the corresponding 
volumes.

FIG. 2: EOS for p between 0 and 120 GPa. 
Calculated values (• ) and experimental data (�) Ref. 
[1]. Dashed lines: Calculation without relaxation 
(transition pressure 21 GPa). Inset: Reduced atomic 
coordinates of Lu.
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Reduction of local magnetic moment at phase trans: 3 µB
Occupation of the Fe-d orbitals. Green: Hybridized t2g orbitals. 
Red: main occupations. 

Reduced magnetic moment in HS phase

Hybridized orbitals 
reduce magnetic moment. (4.01 µB, 

ionic value 5 µB)

Hybridized orbitals compensate
each other and magnetic moment

(1 µB) is  conserved. 

What governs the field 
of stability?

Volume collapse 6% 
(Exp. 5.5%)

Why is bulk modulus 
underestimated? 

Overestimation of U?
Metallization?

Relaxation
important

for pcr

LDA+U powerful method to 

predict phase transitions in 
transition metal oxides

Determination of U

and J [10] is essential.

(U-J) ”punishes”
LS harder

100 possible 
realizations of LS

FIG. 1 : Energies of the 100 optimized LS structures. 
During 30 electronic steps a density matrix (10x10 
possibilities) was imposed. Then the electron density 
was fully relaxed.  3 electron configurations resulting: 
LS’, P2 and LS. Inset: density matrix of the LS‘ phase. 
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Non-intuitive role of J: 

J stabilizes LS !
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Na ORDERING, Co CHARGE ORDER AND METALLIC MAGNETISM 

OF THE Na COBALTATES  NaxCoO2

H. Alloul, J. Bobroff,  G. Lang , I. Mukhamedshin*, T. Platova* and G. Collin

Laboratoire de Physique des Solides, UMR CNRS 8502, Université Paris-Sud Orsay 
* Also Magnetic Resonance  Spectroscopy Group, Kazan University (Russia)

non magnetic

Co 3+

delocalised holes 

Co 3.44+

Kagome lattice

Co 3+               x        Co 4+

Different charge orders 

for other values of x

Different ground state properties

Na order and charge order for x=2/3
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A.R. Schmidt etal (2009)
‘Hidden Order’ State from the ‘Fano Lattice’ Electronic Structure of URu2Si2F:

C(T) STM Visualization of Fano lattice

*Nature of Kondo Lattice?: Fano Lattice. 
Visualization of HF band onset
*Nature of HO: itinerant vs intracell? 
dual,  both intra cell –R coherence U lattice 
changes (Haule, Myake…)
and itinerant K (Varma,Gorkov,AVB…).
*QPI change:Sharp change in QP dispersion at 
T_HO
*attendant Q* resonant features:
E = 5 meV, Q* = (0.6,0), (0,0.6)
Consistent with INS data Wiebe,Bourdarot
et al

(0.6,0)

(0.6,0)

STM QPI

INS, Wiebe (2007)

HF hybridization

5 
m
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4 Summary
AF phases signaled by enhanced double occupancy

LDA fails for ordered phases: misses proximity effects

Simulations of O(100000) particles at full DMFT level
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Comparaison of Fermi Surface and Band Structure measured 
with ARPES of Ba(Fe1-xCox)2As2 and Ba(Fe1-xRux)2As2

Véronique Brouet, LPS Orsay, France

Ba(Fe0.93Co0.07)2As2

BaFe2As2

-0.15

-0.10

-0.05

0.00

-1.0 -0.5 0.0 0.5 1.0

Ba(Fe0.65Ru0.35)2As2

Co substitution
= electron doping

Ru substitution
= isovalent
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Phase Fluctuations and the Superconductor-Insulator 
Transition in Thin Films

Yonatan Dubi, Sasha Balasky
Los Alamos National Lab

• Disorder and magnetic field give rise to the formation of 
“superconducting islands”.

• The magnetic-field-tuned superconductor-insulator-
transition (SIT) is a percolation transition of inter-island 
phase-coherence. 

•The huge magneto-resistance peak is due to the 
competition of transport through the SC islands and 
coulomb blockade. 

•The thickness-induced transition is due to scaling of the 
phase stiffness with film thickness, and Tc enhancement in 
parallel fields is due to surface-roughness-enhanced phase 
fluctuations. 

We argue that the interplay between disorder and phase fluctuations can explain many of 
the phenomena observed in disordered thin superconducting films:
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Particle‐hole symmetry broken 
dpseudogap in Bi2201

T* ~ 125 K Tc ~ 34 K

SC

Fermi‐Dirac function divided
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New impurity recursion based solver for 
Dynamical Mean Field Theory

Jean-Pierre Julien*†  and R. C. Albers*
* Group T-4, LANL, 

† Institute Neel CNRS and Universite J. Fourier  
France        
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LaFeAsO: Spin Freezing Transition
H. Ishida, A. Liebsch, PRB 81 (2010)
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extension of finite-T ED / DMFT to 5 bands

Hund exchange: Uc ≈ 3 eV, Ising coupling: Uc ≈ 2 eV

n → 5: ’parent’ Mott insulator, n > 6: Fermi liquid

phase diagram qualitatively similar to cuprates

U, J → Umn, Jmn Miyake et al:

FeSe vs. LaFeAsO: on opposite sides of spin freezing?
– p. 1
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A unified explanation of the Kadowaki-Woods ratio
[Jacko, Fjærestad & Powell, Nature Phys. 5, 422 (2009)]

We introduce a ratio, closely related to the Kadowaji-Woods ratio, that 
includes the effects of carrier density and spatial dimensionality and takes 
the same (predicted) value in a wide range of strongly correlated metals

NATURE PHYSICS DOI: 10.1038/NPHYS1249 LETTERS
and γ 2, which we predict takes a single value in a broad class
of strongly correlated metals, and the demonstration that this
ratio does indeed describe the data for a wide variety of strongly
correlated metals (Fig. 2).

It has been argued that the KWR is larger in the heavy
fermions than the transition metals because the former are
more strongly correlated (in the sense that the self-energy is
more strongly frequency dependent) than the latter6. Several
scenarios have been proposed to account for the large KWRs
observed in UBe13, transition-metal oxides and organic charge-
transfer salts, including impurity scattering6, proximity to a
quantum critical point7 and the suggestion that electron–phonon
scattering in reduced dimensions might give rise to a quadratic
temperature dependence of the resistivity14. It has been previously
observed3 that using volumetric (rather than molar) units for
γ reduces the variation in the KWRs of the transition-metal
oxides. However, even in these units, the organic charge-transfer
salts have KWRs orders of magnitude larger than those of other
strongly correlated metals. We shall argue that the different
KWRs observed across this wide range of materials result from
the simple fact that the KWR contains a number of material-
specific quantities. As a consequence, when we replace the KWR
with a ratio that accounts for these material-specific effects
(equation (5)) the data for all of these materials do indeed lie on
a single line (Fig. 2).

Many properties of strongly correlated Fermi liquids can be
understood in terms of a momentum-independent self-energy15,16.
Therefore, following ref. 6, we assume that the imaginary part of the
self-energy,Σ ��(ω,T ), at energyω, is given by

Σ ��(ω,T )= − �
2τ0

− s
ω2 +(πkBT )2

ω∗2 (1)

for |ω2+(πkBT )2|<ω∗2 and

Σ ��(ω,T )= −[�/2τ0 + s]F([ω2 + (πkBT )2]1/2/ω∗)

for |ω2 + (πkBT )2| > ω∗2, where 2s/� is the scattering rate
due to electron–electron scattering in the absence of quantum
many-body effects, τ−1

0 is the impurity scattering rate, F is
a monotonically decreasing function with boundary conditions
F(1) = 1 and F(∞) = 0 and ω∗ is determined by the strength of
the many-body correlations. (See the Methods section for further
discussion of the self-energy.)

The diagonal part of the conductivity tensormay bewritten as17

σxx(T )= �e2
�

dk
(2π)3

v20x

�
dω
2π

A2
s (k,ω)

�−∂f (ω)
∂ω

�
(2)

where k= (kx ,ky ,kz) is the momentum, v0x = �−1∂ε0(k)/∂kx is the
unrenormalized velocity in the x direction, f (ω) is the Fermi–Dirac
distribution, As(k,ω) = −2 Im{[ω − ε0(k) + µ∗ − Σ (ω,T )]−1}
is the spectral density, ε0(k) is the non-interacting dispersion
relation and µ∗ is the chemical potential. Note that equation (2)
does not contain vertex corrections; the absence of vertex
corrections to the conductivity is closely related to the momentum
independence of the self-energy15. Further, the presence of
Umklapp processes, which enable electron–electron scattering to
contribute to the resistivity in the pure limit18, is implicit in
the above formula.

In a strongly correlated metal, s may be approximated by its
value in the unitary scattering limit6,16, su = 2n/3πD0, where n is
the conduction-electron density and D0 is the bare density of states
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Figure 2 | Comparison of the ratio defined in equation (5) with

experimental data. It can be seen that, in all of the materials studied,

the data are in excellent agreement with our prediction (line). The

abbreviations in the data-point labels are the same as in Fig. 1. Further

details of the data are given in Supplementary Information.

(DOS) at the Fermi energy. In the low-temperature, pure limit we
find (see the Methods section) that

A= 16nk2B
π�e2�v20x�D2

0ω
∗2 (3)

where �···� denotes an average over the Fermi surface. Note that
neither the DOS nor the Fermi velocity are renormalized in this
expression. Indeed, all of the many-body effects are encapsulated
byω∗, which determines themagnitude of the frequency-dependent
term inΣ ��(ω,T ); see equation (1).

The Kramers–Kronig relation for the retarded self-energy19,20
can be used to show (see the Methods section) that, in the
pure limit,

γ = γ0

�
1− ∂Σ �

∂ω

�
= γ0

�
1+ 4suξ
πω∗

�

where γ0 = π2k2BD0/3 is the linear coefficient of the specific
heat for a gas of non-interacting fermions, Σ � is the real part
of the self-energy and ξ ≈ 1 is a pure number defined in the
Methods section. Thus we see that the renormalization of γ is also
controlled by ω∗. For a strongly correlated metal the effective mass,
m∗ �m0, the bare (band) mass of the electron, hence su � ω∗ and
γ � (8nk2Bξ)/(9ω∗). The corrections to this approximation are given
in the Methods section.

Combining the above results we see that the KWR is

A
γ 2

= 81
4π�k2Be2

1
ξ 2nD2

0�v20x�
(4)

First, we note that in this ratio the dependence of the individual
factors onω∗ has vanished.Hence theKWR is not renormalized.On
the other hand, although the first factor contains only fundamental
constants, the second factor is clearly material dependent as it
depends on the electron density, the DOS and the Fermi velocity
of the non-interacting system. An important corollary to this result
is that band-structure calculations should give accurate predictions
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A unified explanation of the Kadowaki–Woods
ratio in strongly correlated metals
A. C. Jacko1, J. O. Fjærestad2 and B. J. Powell1*
Discoveries of ratios whose values are constant within broad

classes of materials have led to many deep physical insights.

The Kadowaki–Woods ratio (KWR; refs 1, 2) compares the

temperature dependence of a metal’s resistivity to that of its

heat capacity, thereby probing the relationship between the

electron–electron scattering rate and the renormalization of

the electron mass. However, the KWR takes very different

values in different materials
3,4
. Here we introduce a ratio,

closely related to the KWR, that includes the effects of

carrier density and spatial dimensionality and takes the same

(predicted) value in organic charge-transfer salts, transition-

metal oxides, heavy fermions and transition metals—despite

the numerator and denominator varying by ten orders of

magnitude. Hence, in these materials, the same emergent

physics is responsible for the mass enhancement and the

quadratic temperature dependence of the resistivity, and no

exotic explanations of their KWRs are required.

In a Fermi liquid the electronic contribution to the heat capacity

has a linear temperature dependence, that is, Cel(T )=γT . Another
prediction of Fermi-liquid theory

5
is that, at low temperatures,

the resistivity varies as ρ(T ) = ρ0 + AT 2
. This is observed

experimentally when electron–electron scattering, which gives rise

to the quadratic term, dominates over electron–phonon scattering.

In a number of transition metals
1 A/γ 2 ≈ aTM = 0.4 µ� cm

mol
2
K

2
J
−2

(Fig. 1), even though γ 2
varies by an order ofmagnitude

across the materials studied. Later, it was found
2
that in many

heavy-fermion compounds A/γ 2 ≈ aHF = 10 µ� cmmol
2
K

2
J
−2

(Fig. 1), despite the large mass renormalization, which causes γ 2

to vary by more than two orders of magnitude in these materials.

Because of this remarkable behaviour A/γ 2
has become known as

the Kadowaki–Woods ratio. However, it has long been known
2,6

that the heavy-fermion material UBe13 has an anomalously large

KWR. More recently, studies of other strongly correlated metals,

such as the transition-metal oxides
3,7

and the organic charge-

transfer salts
4,8
, have found surprisingly large KWRs (Fig. 1). It

is therefore clear that the KWR is not the same in all metals; in

fact, it varies by more than seven orders of magnitude across the

materials shown in Fig. 1.

Several important questions need to be answered about the

KWR. (1) Why is the ratio approximately constant within the

transition metals and within the heavy fermions (even though

many-body effects cause large variations in their effective masses)?

(2) Why is the KWR larger for the heavy fermions than it is

for the transition metals? (3) Why are such large and varied

KWRs observed in layered metals such as the organic charge-

transfer salts and transition-metal oxides? The main aim of

this paper is to resolve question (3). We shall also make

some comments on the first two questions, which have been

extensively studied previously.

1Centre for Organic Photonics and Electronics, School of Physical Sciences, University of Queensland, Brisbane, Queensland 4072, Australia, 2School of
Physical Sciences, University of Queensland, Brisbane, Queensland 4072, Australia. *e-mail: bjpowell@gmail.com.
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Figure 1 | The standard Kadowaki–Woods plot. It can be seen that the
data for the transition metals and heavy fermions (other than UBe13)
fall onto two separate lines. However, a wide range of other strongly
correlated metals do not fall on either line or between the two lines.
aTM =0.4 µ� cmmol2 K2 J−2 is the value of the KWR observed in the
transition metals1 and aHF = 10 µ� cmmol2 K2 J−2 is the value seen
in the heavy fermions2. In labelling the data points we use the following
abbreviations: κ-Br is κ-(BEDT-TTF)2Cu[N(CN)2]Br; κ-NCS is
κ-(BEDT-TTF)2Cu(NCS)2; β-I3 is β-(BEDT-TTF)2I3; and β-IBr2 is
β-(BEDT-TTF)2IBr2. For Sr2RuO4 we show data for Ameasured with the
current both perpendicular and parallel to the basal plane; these data
points are distinguished by the symbols ⊥ and � respectively. Further
details of the data are reported in Supplementary Information.

There have been a number of studies of the KWR based on

specific microscopic Hamiltonians (see, for example, refs 9–13).

However, if the KWR has something general to tell us about

strongly correlated metals, then we would also like to under-

stand which features of the ratio transcend specific microscopic

models. Nevertheless, two important points emerge from these

microscopic treatments of the KWR: (1) if the momentum dep-

endence of the self-energy can be ignored then the many-body

renormalization effects on A and γ 2
cancel, and (2) material-

specific parameters are required to reproduce the experimentally

observed values of the KWR. Below we investigate the KWR

using a phenomenological Fermi-liquid theory; this work builds

on previous studies of related models
3,6
. Indeed, our calculation

is closely related to that in ref. 6. The main results reported

here are the identification of a ratio (equation (5)) relating A
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Electron-phonon interaction in strongly correlated systems 

Giorgio Sangiovanni (Vienna Tech) and Olle Gunnarsson (MPI Stuttgart) 

  oxygen-breathing modes in cuprates:  
 strong coupling in experiments but negligible coupling in LDA/GGA 
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Time-resolved ARPES on the charge-density-wave material TbTe
3
: 

collective modes and phase transitions Felix Schmitt

● Novel technique, allowing 
access to both quasiparticles 
and collective modes at the 
same time

● Access correlations through 
their effect on quasiparticles

→ We believe to have observed the CDW amplitude mode
→ time-resolved closing of CDW gap
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Optical Probe of Strong Correlations in LaNiO3

Thin Films and Superlattices
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Towards DMFT in Quantum Chemistry
Dominika Zgid and Garnet Chan

Department of Chemistry and Chemical Biology
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Surface chemistry
system. Moreover, the crystal field splitting
of the Co d-level of the d-CoPc/Au(111)
system is greater than that of the Co/Au(111)
system (Fig. 4E), so the half-width D of the
hybridized d-level of the d-CoPc/Au(111)
system is greater than that of the Co/Au(111)
system. According to theoretical models for

the Kondo temperature TK (33, 34), TK in-
creases monotonically as U decreases or as
D increases ETK 0 D0e

–(pU/8DM), where D is a
prefactor and M is the degeneracy number^.
Previous experiments (24) reported that the
TK for Co/Au(111) is È75 K; thus, our exper-
imental finding of a higher TK for the d-CoPc

on Au(111) is in qualitative agreement with
theory.
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Fig. 3. The geometric and electronic structures of CoPc on Au(111). (A and B) Top and side views,
respectively, of the optimized computational model for the CoPc/Au(111) adsorption system. The
dashed line represents the unit cell, which contains 56 Au atoms per layer. (C) The PDOS of the Co
atom in a CoPc molecule on a Au(111) surface. The black line is the total PDOS; the red, green, and
blue lines represent its m 0 0, kmk 0 1, and kmk 0 2 components, respectively. E, electron energy.
(D) The PDOS of the Co atom in a free CoPc molecule is shown. (E) The simulated STM image of
CoPc/Au(111). arb., arbitrary.

Fig. 4. The geometric and electronic structures of d-CoPc on Au(111). (A and B) Top and side views,
respectively, of the optimized structure model for the d-CoPc/Au(111) adsorption system. The dashed
line stands for the unit cell. (C) The PDOS of the Co atom in a d-CoPc molecule on a Au(111) surface.
The black line is the total PDOS; the red, green, and blue lines represent its m 0 0, kmk 0 1, and kmk 0 2
components, respectively. (D) The simulated STM image of d-CoPc/Au(111). (E) Comparison of the total
PDOS of an isolated Co atom on a hollow site of a Au(111) surface with that of a d-CoPc molecule on
Au(111). Arrows indicate the energy positions of the spin-polarized PDOS centroids of the Co atom.
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Problem of solids

•  metallic surface with coverage                      

•  theoretical surface spectroscopy, 
excited states of a molecule and 
conductance 

•  molecular crystals with large unit 
cell in which the overlap between 
molecular orbitals is moderate

Quantum Chemistry DMFT

• explicit extended basis in the cluster 
treated with quantum chemistry solver 
based on variational wave function

• local screening of integrals progressively 
achieved through increasing the basis 

• long range interaction via HF
• no double counting

Ni

HF 

all atom 
orbitals 

unscreened integrals 
screening from 

excitations
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Band Narrowing and Mo- Localiza2on in Iron 
Oxychalcogenides La2O2Fe2O(Se,S)2 

Jian‐Xin Zhu (Los Alamos Na2onal 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