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AbstractEukaryotic cells possess an extremely sensible chemical compass allowing them to orienttoward sources of soluble chemicals. This property is key to the assembly of complex, multi-cellular organisms. The extracellular chemical signal triggers separation of the cell membraneinto two domains populated by different phospholipid molecules and oriented along the signalanisotropy. We propose a universal description of this polarization process, based on thetheory of phase ordering in first-order phase transitions. This description implies the exis-tence of two clearly separated polarization regimes depending on the presence or absence ofa gradient in the activation pattern produced by the extracellular attractant, and the existenceof a sensitivity threshold for the gradient. Simple scaling laws are found: the polarization time
tǫ depends on the gradient steepness ǫ through the power law t ∝ ǫ

−2, while the smallestdetectable gradient scales as ǫth ∝ R
−1, where R is the size of the cell. Our results are inagreement with existing experimental data.
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Motiondirectedbychemical signals iskeytotheassemblyof complexorganismsThe cells of multicellular organisms are endowed with a chemical compass of amazing sensitivity,which is the result of billions of years of evolution. Concentration differences of the order of a few per-cent in extracellular soluble attractant chemicals from side to side are sufficient to induce a chemicalpolarization of the membrane leading to cell migration towards the signal source.Directional sensing is essential in embryo development, where tissue formation is realized throughcoordinated migration of specific cells guided by chemical signals, and in the adult organism, wherechemical signals guide white blood cells to the sites of inflammation and platelets to sites of woundrepair.

a b cSelf agg rega tion o f b lood vesse ls in v itro gu ided by the exchange of chem ica l a ttrac tan ts . a : ce lls a re random ly seeded on age l su rface ; b : a fte r 12 hours , ce lls fo rm a pro to type b lood vesse l ne tw ork ; c : e xperim enta l ce ll tra jec to ries m ove towa rdsa ttractan t sources in a s im u la ted a ttrac tan t landscape (G am ba et a l. Phys . R ev . Le tt. 90 , 118101 , 2003; Serin i e t a l. EMBO J.22 , 1771 , 2003 )
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Directional sensingPolymerization/depolymerization of the actin cytoskeleton, growth/shrinkage of microtubules, andactivation/deactivation of contacts with the extracellular matrix, are coordinated by the directionalsensing module located in the cell membrane through a cascade of chemical reactions.Directional sensing is a phase-ordering process where two phospholipids, PIP2 and PIP3 , cluster incomplementary regions: PIP3 in the region facing the origin of the stimulation, PIP2 in the opposingregion. Interestingly, phase ordering does not take place under a perfectly isotropic stimulation condi-tion, but only when a slight gradient is present.

This early phase-ordering process then induces cell motion in the direction of the attractant source:
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Experimental observationof thepatchnucleationprocessWhen a uniform receptor stimulation of a suitable amplitude is switched on, nucleation of phospho-lipid patches is observed on the membrane of live cells.

Patch fo rm ation in la truncu lin -trea ted D ic tyos te lium ce lls (Pos tm a et a l., J . C e ll S c i. 2004).
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SensitivityThresholdTwo different regimes of membrane polarization may be distinguished. Anisotropy driven polarizationinduced by the presence of an attractant gradient is realized in a time of the order of a few minutes,and results in the formation of a PIP3 -rich patch on the membrane side closer to the attractant sourceand of a PIP2 -rich patch in the complementary region. On the other hand, cells exposed to uniformdistributions of attractant polarize in random directions, in times of the order of an hour. The existenceof two clearly separated polarization regimes is confirmed by the observation of a sensitivity thresholdof the order of a few percent difference in the attractant molecule concentration from side to side.

(Song et a l. Eur. J . C e ll B io l., 85 , 981 , 2006)
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ThesignalingnetworkTwo enzymes, PI3K and PTEN, respectively transform PIP2 into PIP3 and viceversa. The phospho-lipids are permanently bound to the inner face of the cell membrane, while PI3K and PTEN diffuse inthe cell volume and are active only when they are adsorbed by the membrane. PI3K adsorption takesplace through binding to receptors activated by the extracellular attractant signal. This way, theexternal attractant field is coupled to the inner dynamic of the cell. PTEN adsorption takes placethrough binding to the PTEN product, PIP2 . This process introduces a positive feedback loop in thesystem dynamics. When the cell is not stimulated by an attractant signal the cell membrane is uni-formly populated by PTEN and PIP2 molecules. When a uniform receptor stimulation of a suitableamplitude is switched on, PI3K molecules bind to the membrane and shift its chemical balancetoward a PIP3 -rich phase, while PTEN desorbs. However, the uniform PIP3 -rich distribution ismetastable and decays giving rise to a non-uniform state consisting of complementary, PIP2 -rich andPIP3 -rich, clusters.
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MonteCarlosimulationsNumerical simulations of the directional sensing network performed with the use of physical andkinetic parameters obtained from the biochemical literature show that under appropriate conditionsthe biochemical network is indeed bistable, and that it undergoes spontaneous separation in chemi-cally different phases, rich in PIP2 and PIP3 , respectively.

T im e course o f the p rocess o f coa rsen ing o f P IP 2 -rich and P IP 3-ritch pa tches .(G am ba e t a l., P roc . N a t. A cad . Sc i. U .S .A ., 102 , 16927, 2005; de Cand ia e t a l., Sc ience 's STKE , 378 , p l1 , 2007).
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MonteCarlosimulationsA 5% anisotropic component in the cell stimulation accelerates cell polarization and correspondinglydecreases the characteristic time needed for complete phase separation by more than one order ofmagnitude: fast, anisotropy driven polarization is realized in times of the order of a minute, while slow,stochastic polarization is realized in times of the order of one hour, in accordance with experimentallyobserved times.

T im e cou rse o f ce ll po la r iza tion a -e : unde r un ifo rm stim u la tion , and f- j: unde r a 5% stim u la tion g rad ien t in the ve rtica l d irec tion(G am ba e t a l., P roc . N a t. A cad . Sc i. U .S .A ., 102 , 16927, 2005; de Cand ia e t a l., Sc ience 's STKE , 378 , p l1 , 2007)
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Characteristic timescales thermal relaxation: 10 µscatalysis: 1 scytosolic diffusion time: 10 sdirected polarization: 100 srandom polarization: 1000 sPhenomenological descriptionTaking into account:
− Separation of timescales
− Bistability
− Symmetry breaking is described by ϕ = [PIP3]− [PIP2]

− There is no local conservation law for ϕ: PIP2 patches may evaporate freelywe conclude that the correct coarse-grained description of the phase-ordering process is given by atime-dependent Landau-Ginzburg model:
∂tϕ(r , t) = −

δF [ϕ]
δϕ(r)

= D∇2ϕ−
∂V

∂ϕ
(ϕ) (1)

F [ϕ] =

∫

S

[

D

2
|∇ϕ|

2
+ V (ϕ)

]

dr (2)
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Model freeenergyWe can learn something about V (ϕ) from a simple model based on the law of mass action and enzy-matic kinetics. We have:
ϕ = [PIP3]− [PIP2]

[PIP2] + [PIP3] = c = constUsing local equilibrium:
[PTEN]bound = Ka [PTEN]free [PIP2]From the law of mass action and Michaelis-Menten:

∂tϕ = D∇2ϕ− kc a tKa s s [PTEN]free
c2− ϕ2

2KM + c+ ϕ
+ 2 kcat [Rec] c− ϕ

2KM + c− ϕ

kc a t : catalytic rate
Ka s s : PTEN association constant

V (ϕ) = [PTEN]freeV1(ϕ)+ [Rec]V2(ϕ)

Equ ilib r ium phase d iag ram for the m ode l free energy . In reg ions IIIa and IIIb the po ten tia l is b is tab le : it has tw o m in im a , co rre -spond ing to a P IP 2 - and a P IP 3 -r ich phase . R eg ions IIIa and IIIb are separa ted by a phase coex is tence line , w here the tw ophases have the sam e ene rgy .
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The potential V (ϕ) is a function of receptor activation [Rec] and of the number of free (cytosolic)PTEN's.If we introduce
f = (free PTENs)we get the following system of equations

∂tϕ = D∇2ϕ−
∂V

∂ϕ
(ϕ ; f) (3)

f(t) = a+ b

∫

S

ϕ(x, t)d2x (4)since: (free PTENs)+ (boundPTENs) = const

(boundPTENs) ∝

∫

S

[PIP2]dσ ∝

∫

S

(const− ϕ)dσThe constraint on f drives the system towards phase coexistence. For large times:
(free PTEN) → equilibriumvalueso we can study (3) in a first approximation as if f was a constant, and in a second approximationtake into account the slow variation of f .We can measure the distance from the line of phase coexistence introducing thedegree of metastability

ψ ∝ ∆V = potential difference between the two minima
∼ −

[PTEN]free− [PTEN]free
eq

[PTEN]free
eq kcat [Rec] c0The degree of metastability ψ is a function of the excess of free PTEN's with respect to their equilib-rium value.
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Thecritical radiusWe restrict our considerations to approximately circular patches of the PIP2 -rich phase, which areexpected to dominate over different geometries due to the presence of a linear tension between thetwo phases. The free energy of a PIP2 -rich patch of radius r can be written on phenomenologicalgrounds as
F = − ψ r2 + 2σ r (5)where σ is the linear tension of the interface with the surrounding PIP3 -rich phase and ψ is the degreeof metastability.According to the kinetic theory of first order phase transitions, the equation of growth of a patch of thenew phase is dissipative and can be written as Γ ṙ = − ∂F/∂r, where Γ(r) is a damping coefficient.Since energy dissipation occurs mainly along the perimeter of the interface between the two phases,

Γ may be written as 2 π r γ, where γ is a constant, and we get
γ ṙ = ψ−

σ

r
+ ξ ≡ σ

(

1

rc − 1

r

)

+ ξ (6)where the noise term ξ represents thermal fluctuations. The fluctuations are responsible for the for-mation of a population of germs of the new phase with varying radii r.

G raph of the free energy (5 ).DomainnucleationWe take into account the effect of thermal agitation by adding a white noise term in the r.h.s. of (1):
∂tϕ = −

δF

δϕ
+ ξ

〈ξ(x, t)ξ(x′, t′)〉 = 2Γ δ2(x−x
′) δ(t− t′)The nucleation rate of supercritical germs of the PIP2 -rich phase may be computed as

J =
Γ1/2 ψ3/2

2 πσ γ
exp

(

−
πσ2

Γψ

)
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Isnucleationrate thecuetogradient sensing?The nucleation rate J is highly sensitive to small variations in ψ. In particular, J is highly sensitive tospatial variations in ψ induced by slight activation gradients. This could induce differentiated nucle-ation rates in different parts of the cell.However, J is not only sensitive to slight anisotropies, but also to the absolute value of the activation,and to the precise values of all microscopic characteristics, such as kinetic rate constants and diffu-sivity. If the cell response was controlled by the characteristic nucleation time J−1, a slight variation inany of these characteristics would produce dramatic variations in the response itself.Since this is not observed, it is reasonable to assume that the cell lives in a region of parameterspace where the characteristic nucleation time J−1 is much faster than the other relevant timescales,such as the characteristic times for directed and stochastic polarization.DomaingrowthGerms with r smaller than the critical radius
rc =

σ

ψare mainly dissolved by diffusion, while most germs with r > rc survive and grow because of the gainin free energy. At initial time, rc is of the order of the thickness δ of the interface between the twophases.As long as the area occupied by patches of the PIP2 -rich phase phase grows, the degree of metasta-bility ψ decreases, some of the patches that were initially growing become undercritical and shrink,large patches start ``feeding``'' on smaller ones, and the total number of patches diminishes. In thefinal stage of this process a single domain of the PIP2 -rich phase coexists with the PIP3 -rich phase.The details of the process leading to this final stage depend on the external conditions, and, particu-larly, on the degree of anisotropy of the attractant signal.The population of patches can be described in terms of the size distribution function n(r, t) such that
n(r, t) ∆r = #{domains with radius in the interval (r, r+ ∆r)}

∫

0

∞

n(r, t)dr = N(t) = total number of domains at time tAn important simplification comes from the fact that for germs with r > rc the noise term ξ becomesnegligible. This means that the stochastic nature of the problem enters mainly in the formation of theinitital distribution of germ sizes n(r), while for r > rc the time evolution of n(r) is dictated by thedeterministic part of (6), from which the kinetic equation follows:
γ
∂n(r, t)

∂t
+
∂

∂r

[(

ψ(t)−
σ

r

)

n(r, t)
]

= 0 (7)
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ScalingsolutionTo obtain a closed system of equations we need an additional equation for the time evolution of themetastability degree ψ. In the case of isotropic stimulation ψ does not depend on the position on themembrane and is instead only a function of time. Since diffusion of PTEN molecules in the cellvolume is faster than phospholipid diffusion on the membrane we can regard the concentration ofPTEN molecules in the volume as uniform. Moreover, fast PTEN diffusion also implies that ψ instan-taneously adjusts to the changes in the size distribution function. While the total number of patchesdiminishes as an effect of the coarsening dynamics, the total area occupied by the patches, as wellas the total number of PIP2 molecules found in the patches, monotonically increases towards theirrespective equilibrium values. The metastability degree ψ is equal to zero in equilibrium, and tends tozero in accordance with
ψ ∝ A−

∫

0

∞

π r2n(r, t)dr (8)as the total patch area tends to its limit value A. Eq. (8) reflects the fact that in the asymptotic region
ψ is proportional to the excess concentration of PTEN molecules in the volume with respect to theequilibrium value, and therefore to the difference between the area occupied by the PIP2 -rich phaseat a given time and at equilibrium.Asymptotically, (7,8) lead to the self-similar solution

ψ(t) =
σ

rc(t)
, rc(t) ∼ t1/2

n(r, t) = rc−3(t) g(r/rc(t)), g(ρ) =
Cρ

(2− ρ)4
exp

(

−
4

2− ρ

)

Similarly to what happens in Lifshitz-Slyozov theory, the total number of patches decreases in timedue to the evaporation of small patches:
∫

0

∞

n(r, t)dr =

∫

0

∞ [

rc−3g(ρ)
]

rc dρ ∼
1

rc2 ∼
1
tand the average domain size coincides with the critical radius:

〈r〉 =

∫

0

∞
r n(r, t)dr

∫

0

∞
n(r, t)dr

= rc
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IsotropicstimulationThe evolution of the size distribution n(r) stops at times of order tR, where tR is defined as the instantwhen the average patch size 〈r〉 reaches the cell size R. From the scaling law:
〈r〉 ∼ r0 (t/t0)

1/2
, r0 =

σ

ψ0
, t0 ∼

γ r0
2

σthe coarsening process stops when
〈r〉 ∼ R ⇒ at time tR ∼ t0

(

R

r0

)2

and the cell becomes polarized in a random direction. The direction of polarization is determined bythe random unbalance in the initial germ distribution.
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AnisotropicstimulationLet us now consider the case of an inhomogeneous activation pattern. The inhomogeneity of the con-centration distribution modifies the degree of metastability, which becomes a function of the positionon the membrane surface. Since the distribution of PTEN molecules in the cell volume is homoge-neous, it influences only the isotropic part of the metastability degree ψ, which is a function of time,as previously.In contrast, the anisotropic part of the metastability degree, δψ, related to the external attractant inho-mogeneity, does not depend on time.
sourceϑ

P
If the cell membrane has a nearly spherical form and a radius R much smaller than the characteristicscale of the extracellular attractant distribution, then

ψ → ψ+ δψ with δψ = − ǫ ψ0 cos θand we get: γ ṙ = ψ−
σ

r
− ǫ ψ0 cos θ+ ξ (9)As long as ε ψ0 ≪ ψ, the first stage of patch growth proceeds approximately as in the isotropic caseand ψ decreases as t−1/2.However, at a time of order tǫ, where tǫ is defined by the equation ψ(tǫ) = ǫ ψ0, the perturbation

ǫ ψ0 cos θ becomes comparable to ψ and the process of polarization becomes anisotropic, so thatpatches in different regions get different average sizes

Patch g row th in the p resence o f a s ligh t g rad ien t o f a ttrac tan t ac tiva tion d irec ted from le ft to righ t. T he P IP 3 - and P IP 2 -r ichphases a re respec tive ly red and b lue (G am ba , K o loko lov , Lebedev , O rtenz i, Phys . R ev . Le tt. 99 , 158101, 2007 ).
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Gradient detectionFor t > tǫ, the leading term in (9) becomes the perturbation ǫ ψ0 cos θ, implying that in the region closerto source of the stimulation (cos θ & 0) the PIP2 -rich phase evaporates in a time which is of order tǫ,leading to the formation of a single PIP2 -rich patch in the region further from the source of the stimu-lation (cos θ. 0) and realizing complete polarization.The growth in this second stage is linear and the time needed to reach r∼R is again of order tǫ.This gives the scaling law
tǫ ∼

t0

ǫ2When
tǫ ∼

1

ǫ2
≪ R2 ∼ t∗ (ǫ ≫ r0/R)anisotropy-induced polarization is much faster than random polarization.
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Sensitivity thresholdThe second stage of patch evolution occurs only if tR ≫ tǫ. Otherwise, the presence of a gradient ofattractant becomes irrelevant and only the stage of isotropic patch growth actually occurs. This condi-tion implies that a smallest detectable gradient exists, such that directional sensing is impossiblebelow it. The threshold value ǫth for ǫ is found by letting tǫ = tR. Since the product ψ rc is a time-inde-pendent constant, we can simply compare its value at initial and final time when ǫ = ǫth, obtaining
ǫth = r0/R, which gives us the expression for the threshold anisotropy:

tǫ < tR ∼ t0

(

R

r0

)2

⇒ ǫ > ǫth ∼
r0

RGermradiusIt is interesting to estimate r0, and, consequently, ǫth, in terms of observable parameters. Comparingthe characteristic patch surface and perimeter energy as a function of the phospholipid diffusion coef-ficient D, surface phospholipid concentration c, surface concentration of activated receptors h, andthe characteristic catalytic time τ , one gets
r0 ∼ δ ∼ Dτ c/h

√Using realistic parameter values one gets r0 ∼ 1µm and ǫth ∼ 10%. The value for ǫth is compatiblewith experimental observations.
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Self tuningThe constrained phase-ordering dynamics tunes the system towards phase coexistence, similarly towhat happens in the case of the precipitation of a supersaturated solution.This way, the metastability degree at a certain moment in time will become of the order of the free-energy difference induced by the stimulation gradient.In previous attempts to explain gradient sensing a rapidly diffusing inhibitor was assumed to cancelout the spatial average of the signal, leaving only the anisotropic component:
However, in this scheme one has to fine tune the kinetic rate constants in such a way that the globalinhibitor cancels out exactly the average componentInstead, in our scheme the system is seen to self tune dynamically towards the line of phase coexis-tence in such a way to extract the anisotropic component from the isotropic background.
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AlatticegasmodelOur picture may be concretely realized using a simple lattice-gas model, where the ± 1 value of spinsrepresents predominantly PIP2 or PIP3 regions on a 2d lattice, and the external activation field h iscoupled to the order parameter to mimick a global feedback mechanism:
H = − J

∑

〈i,j〉

σiσj −

(

h−
1

N

∑

j

σj

)2The process of phase ordering in the presence of an activation gradient ε shows a double scalingbehavior and an ε-dependent crossover time, in agreement with theoretical predictions:

Fe rra ro , de Cand ia , G am ba, C on ig lio , subm itted to PR L
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Dofluctuationsof extracellular attractantcauserandompolarization?

............
One may wonder whether a cell may become polarized by the anisotropy produced by a spontaneousfluctuation in the extracellular distribution of attractant molecules, or fluctuations in receptor-ligandbinding, as has been suggested in the literature. Since eukaryotic cells typically carry 104 -105 recep-tors for attractant factors, one expects spontaneous fluctuations in the fraction of activated receptorsto be of the order of 102 , a value which is comparable to observed anisotropy thresholds. However, toactually produce directed polarization the fluctuation should sustain itself for several minutes, i.e. for atime comparable to the characteristic polarization time. Such an event has very low probability ofbeing observed since the correlation time of the fluctuations determined by attractant diffusion at thecell scale and the characteristic times of receptor-ligand kinetics are much less than the polarizationtime. Indeed, the diffusion time is ∼ 1s at the typical cell size 10 µm, and the characteristic times ofreceptor-ligand kinetics are also ∼ 1s. Therefore, the direction of cell polarization in the case of ahomogeneous distribution of attractant can only be determined by the inhomogeneity in the initial dis-tribution of the positions of PIP2 -rich germs produced by thermal fluctuations.
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Arebacteria toosmall for spatial sensing?
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Arebacteria toosmall for spatial sensing?An interesting speculation is that the bound ǫth = r0/R may explain why spatial directional sensingwas developed only in large eukaryotic cells and not in smaller prokaryotes, whose directionalsensing mechanisms rely instead on the measurement of temporal variations in concentration gradi-ents.Our bound derives from the intrinsic properties of polarization dynamics and is independent of thesize criterion formulated in (Berg and Purcell, Biophys. J., 20, 193, 1977), which is based on esti-mates of signal-to-noise ratios.
R >

r0

ǫth

UniversalityOur picture does not depend on the details of the reactions involved, but only on the general structureof the directional sensing network and on its bistability. This means that the picture is robust not onlywith respect to variations of the kinetic and physical parameters, but also with respect to the identityof the chemical species involved.
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Auniversal pictureof eukaryoticdirectional sensing
• Our picture derives from universal properties of domain growth
• It depends only on general properties of the biological system: selftuning, bistability, existenceof a single-component order parameter, conservation laws
• It is a robust picture: the system self tunes towards the phase-coexistence state
• It explains many observed phenomena, such as:

− directed and random polarization
− the sensitivity threshold
− the role of external fluctuations
− the role of size in directional sensing
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