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In this talk

- RG and logarithmic scaling
- Examples: 3D random bond Ising model and 2D percolation
- Symplectic fermions, the determinant of a Laplacian and conformal field theory with the central charge $c=-2$
- Quenched disorder, 2D random walks, percolation and conformal field theory with the central charge $c=0$
In physics, critical phenomena is the collective name associated with the physics of critical points. Most of them stem from the divergence of the correlation length, but also the dynamics slows down. Critical phenomena include scaling relations among different quantities, power-law divergences of some quantities (such as the magnetic susceptibility in the ferromagnetic phase transition) described by critical exponents, universality, fractal behaviour, ergodicity breaking. Critical phenomena take place in second order phase transition, although not exclusively.
Critical phenomena

**Ising model**

\[ Z = \sum_{\sigma=\pm 1} \exp \left( K \sum_{\langle r' r'' \rangle} \sigma_{r'} \sigma_{r''} \right) \]

Low temperature phase \( K > K^* \)
\[ \langle \sigma_r \rangle = M > 0 \]

High temperature phase \( K < K^* \)
\[ \langle \sigma_r \rangle = 0 \quad \langle \sigma_{r_1} \sigma_{r_2} \rangle \sim e^{-\frac{|r_1 - r_2|}{\xi}} \]
\[ \xi \sim \frac{1}{(K^* - K)^\nu} \]

Critical point \( K = K^* \)
\[ \langle \sigma_{r_1} \sigma_{r_2} \rangle \sim \frac{1}{|r_1 - r_2|^{d-2+\eta}} \]

critical exponents
RG group and logarithmic scaling
Renormalization group

lattice spacing rescaling \( a' = ba \)

\[
Z = \text{Tr}_\sigma e^{-\mathcal{H}[K]} = \text{Tr}_{\sigma'} e^{-\mathcal{H}[K']} \]

renormalization group transformation

\[
K'_\alpha = R_\alpha[K] \]

\( b = 2 \)
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Renormalization group

lattice spacing rescaling \( a' = ba \)

\[
Z = \text{Tr}_\sigma e^{-\mathcal{H}[K]} = \text{Tr}_{\sigma'} e^{-\mathcal{H}[K']}
\]

renormalization group transformation

\[
K'_\alpha = R_\alpha[K]
\]

fixed point of the renormalization group \( K^*_\alpha = R_\alpha[K^*] \)

Taylor expansion about the fixed point

\[
K'_\alpha - K^*_\alpha = R_\alpha[K] - K^*_\alpha \approx \sum_\beta \frac{\partial R_\alpha[K]}{\partial K_\beta} \bigg|_{K=K^*} (K_\beta - K^*_\beta)
\]

\[
T_{\alpha\beta} = \frac{\partial R_\alpha[K]}{\partial K_\beta} \bigg|_{K=K^*} \sum_\alpha e^i_\alpha T_{\alpha\beta} = \lambda^i e^i_\beta
\]

\[
\lambda_i = b y_i
\]
Renormalization group

lattice spacing rescaling \( a' = ba \)

\[ Z = \text{Tr}_\sigma e^{-\mathcal{H}[K]} = \text{Tr}_{\sigma'} e^{-\mathcal{H}[K']} \]

renormalization group transformation

\[ K'_\alpha = R_\alpha[K] \]

fixed point of the renormalization group \( K^*_\alpha = R_\alpha[K^*] \)

Taylor expansion about the fixed point

\[ K'_\alpha - K^*_\alpha = R_\alpha[K] - K^*_\alpha \approx \sum_\beta \frac{\partial R_\alpha[K]}{\partial K_\beta} \bigg|_{K=K^*} (K_\beta - K^*_\beta) \]

\[ T_{\alpha\beta} = \frac{\partial R_\alpha[K]}{\partial K_\beta} \bigg|_{K=K^*} \]

\[ \sum_\alpha e^i_\alpha T_{\alpha\beta} = \lambda^i e^i_\beta \]

\[ \lambda_i = b^y_i \]

scaling variables \( u_i = \sum_\alpha e^i_\alpha (K_\alpha - K^*_\alpha) \)

\[ \mathcal{H}[K] \approx \mathcal{H}[K^*] + \sum_i u_i \sum_r \phi_i(r) \]

scaling operators

scaling dimensions \( x_i = d - y_i \)

RG transformations

\[ u'_i = b^{y_i} u_i \]

\[ \sum_i u_i \int \frac{d^d r}{a^d} \phi_i(r) = \sum_i u'_i \int \frac{d^d r}{a^d} \phi'_i(r) \]

\[ \phi'_i = b^{d-y_i} \phi_i \]

\[ \langle \phi_i(r_1) \phi_i(r_2) \rangle_{K=K^*} \sim \frac{a^{2x_i}}{|r_1 - r_2|^{2x_i}} \]
The renormalization group matrix

\[ K'_\alpha = R_\alpha[K] \]
\[ T_{\alpha\beta} = \frac{\partial R_\alpha[K]}{\partial K_\beta} \bigg|_{K=K^*} \]

\[ T_{\alpha\beta} \neq T_{\beta\alpha} \]

Are we sure that the eigenvalues of \( T \) actually exist?

\[ \sum_{\alpha} e^i_\alpha T_{\alpha\beta} = b^i y_\beta e^i_\beta \]
The renormalization group matrix

\[
K'_\alpha = R_\alpha[K] \\
T_{\alpha\beta} = \left. \frac{\partial R_\alpha[K]}{\partial K_\beta} \right|_{K=K^*}
\]

\[T_{\alpha\beta} \neq T_{\beta\alpha}\]

Are we sure that the eigenvalues of \(T\) actually exist?

\[
\sum_\alpha e^i_\alpha T_{\alpha\beta} = b^{yi} e^i_\beta
\]

What if they are complex? Possible, but far too exotic.
The renormalization group matrix

\[
K'_\alpha = R_\alpha[K] \quad T_{\alpha\beta} = \left. \frac{\partial R_\alpha[K]}{\partial K_\beta} \right|_{K = K^*}
\]

\[ T_{\alpha\beta} \neq T_{\beta\alpha} \]

Are we sure that the eigenvalues of \( T \) actually exist?

\[
\sum_{\alpha} e^{i T_{\alpha\beta}} = \begin{pmatrix} b y_1 & e^i \end{pmatrix}
\]

What if the eigenvalues exist but coincide?

Possible to bring \( T \) to the Jordan normal form

\[
T = \begin{pmatrix}
\lambda(b) & 0 \\
\mu(b) & \lambda(b)
\end{pmatrix}
\]

This is what this talk is about.
Correlation functions with Jordan forms

\[ b = e^\ell \]
\[ a' = e^\ell a \]

Infinitesimal RG equations \( \rightarrow \) finite RG transformations

\[ \frac{\partial u_1}{\partial \ell} = yu_1 \]
\[ \frac{\partial u_2}{\partial \ell} = yu_2 - u_1 \]
\[ \frac{\partial a}{\partial \ell} = a \]

\[ u'_1 = b^y u_1 \]
\[ u'_2 = b^y u_2 - b^y \ln(b) u_1 \]

note the logarithm

\[ \sum_i u_i \int \frac{d^d r}{a^d} \phi_i(r) \]

invariant energy

demands

\[ \frac{\partial \phi_1}{\partial \ell} = x\phi_1 + \phi_2 \]
\[ \frac{\partial \phi_2}{\partial \ell} = x\phi_2 \]
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Infinitesimal RG equations \( \rightarrow \) finite RG transformations

\[ \frac{\partial u_1}{\partial \ell} = yu_1 \]
\[ \frac{\partial u_2}{\partial \ell} = yu_2 - u_1 \]
\[ \frac{\partial a}{\partial \ell} = a \]

\[ u'_1 = b^yu_1 \]
\[ u'_2 = b^yu_2 - b^y \ln(b) u_1 \]

note the logarithm

Invariance with respect to the above RG demands

\[ \langle \phi_1(\mathbf{r}_1)\phi_1(\mathbf{r}_2) \rangle = \frac{2a^{2x}}{|\mathbf{r}_1 - \mathbf{r}_2|^{2x}} \ln \left| \frac{a}{|\mathbf{r}_1 - \mathbf{r}_2|} \right| \]

\[ \langle \phi_1(\mathbf{r}_1)\phi_2(\mathbf{r}_2) \rangle = \frac{a^{2x}}{|\mathbf{r}_1 - \mathbf{r}_2|^{2x}} \]

\[ \langle \phi_2(\mathbf{r}_1)\phi_2(\mathbf{r}_1) \rangle = 0 \]

\[ \sum_i u_i \int \frac{d^d r}{a d} \phi_i(\mathbf{r}) \]

invariant energy

demands

\[ \frac{\partial \phi_1}{\partial \ell} = x\phi_1 + \phi_2 \]
\[ \frac{\partial \phi_2}{\partial \ell} = x\phi_2 \]

\[ \phi_1(\mathbf{r}) \] Logarithmic operator

\[ \phi_1(\mathbf{r}), \; \phi_2(\mathbf{r}_2) \] Logarithmic pair
How common are logarithmic operators?

- Require fine-tuning of the eigenvalues of the RG matrix.

- So perhaps do not appear except in some special fine-tuned models?

- In fact, that’s not true. Logarithmic operators are ubiquitous in certain models, especially in models with disorder.
Example: 3D random bond Ising model
3D random bond Ising model

\[ Z = \sum_{\sigma=\pm 1} \exp \left( K \sum_{\langle \mathbf{r}' \mathbf{r}'' \rangle} \sigma_{\mathbf{r}'} \sigma_{\mathbf{r}''} + \sum_{\langle \mathbf{r}' \mathbf{r}'' \rangle} \delta K_{\mathbf{r}' \mathbf{r}''} \sigma_{\mathbf{r}'} \sigma_{\mathbf{r}''} \right) \]

random and Gaussian \( \delta K \)

\[ P(\delta K) \sim e^{-\frac{\delta K^2}{4\gamma^2}} \]
3D random bond Ising model

\[ Z = \sum_{\sigma=\pm 1} \exp \left( K \sum_{\langle r' r'' \rangle} \sigma_{r'} \sigma_{r''} + \sum_{\langle r' r'' \rangle} \delta K_{r' r''} \sigma_{r'} \sigma_{r''} \right) \]

random and Gaussian \( \delta K \)
\[ P(\delta K) \sim e^{-\frac{\delta K^2}{4\gamma^2}} \]

Need to invoke the famous replica trick
\[ Z^n = \sum_{\sigma=\pm 1} \exp \left( K \sum_{a=1}^{n} \sum_{\langle r' r'' \rangle} \sigma_{r'}^a \sigma_{r''}^a + \sum_{a=1}^{n} \sum_{\langle r' r'' \rangle} \delta K_{r' r''} \sigma_{r'}^a \sigma_{r''}^a \right) \]

and average over disorder
\[ \langle Z^n \rangle = \sum_{\sigma=\pm 1} \exp \left( K \sum_{a=1}^{n} \sum_{\langle r' r'' \rangle} \sigma_{r'}^a \sigma_{r''}^a + \gamma \sum_{a,b=1}^{n} \sum_{\langle r' r'' \rangle} \sigma_{r'}^a \sigma_{r''}^b \sigma_{r'}^b \sigma_{r''}^a \right) \]

so that free energy can then be found if needed
\[ F = -T \lim_{n \to 0} \frac{\langle Z^n \rangle - 1}{n} \]
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so that free energy can then be found if needed
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In the vicinity of the conventional Ising critical point \( K = K^*, \gamma = 0 \)

\[ \phi_t(\mathbf{r}') = \sum_{a=1}^n \sigma_{\mathbf{r}'}^a \sigma_{\mathbf{r}''}^a \]

this is the conventional thermal scaling operator, dimension \( x_t = d - y_t = d - \frac{1}{\nu} \)

\[ \sum_{a,b=1}^n \sigma_{\mathbf{r}'}^a \sigma_{\mathbf{r}''}^a \sigma_{\mathbf{r}'}^b \sigma_{\mathbf{r}''}^b \]

this is the scaling operator which is coupled to disorder strength \( y_\gamma = d - 2x_t = d - 2 \left( d - \frac{1}{\nu} \right) = \frac{2}{\nu} - d \)
Harris criterion

\[
\langle Z^n \rangle = \sum_{\sigma=\pm 1} \exp \left( K \sum_{a=1}^n \sum_{r''} \sigma_r^a \sigma_{r''}^a + \gamma \sum_{a,b=1}^n \sum_{r''} \sigma_r^a \sigma_{r''}^a \sigma_r^b \sigma_{r''}^b \right)
\]

\[
\sum_{a,b=1}^n \sigma_r^a \sigma_{r''}^a \sigma_r^b \sigma_{r''}^b \quad \text{this is the scaling operator which}
\]

\[
\quad \text{is coupled to disorder strength}
\]

\[
y_\gamma = d - 2x_t = d - 2 \left( d - \frac{1}{\nu} \right) = \frac{2}{\nu} - d
\]

\[
y_t > 0 \rightarrow \nu < \frac{2}{d} \quad \text{disorder is relevant}
\]

equivalently \quad \alpha > 0

\[
\gamma
\]

\[
\gamma^*
\]

\[
\text{disorder-dominated critical point}
\]

\[
K^*
\]

\[
K
\]

\[
\text{Ising critical point}
\]
Disorder-dominated point is logarithmic

Let’s look at the energy operator $E^a(r) = \sigma^a_r \sigma^a_{r'}$

Two physical correlators:

$$\lim_{n \to 0} \langle E^1(0) E^1(r) \rangle$$
thermal correlator of two energies averaged over disorder

$$\lim_{n \to 0} \langle E^1(0) E^2(r) \rangle$$
product of two thermal averaged energies further averaged over disorder

However these are complicated operators from the RG point of view. Simple correlators are irreducible representations of the replica permutation group.

$$E_{\text{sym}} = \sum_{a=1}^{n} E^a$$

$$E^a_{\text{irr}} = E^a - \frac{E_{\text{sym}}}{n}$$

with dimensions $x_{\text{sym}}(n)$ $x_{\text{irr}}(n)$

$$\frac{1}{n} \langle E_{\text{sym}}(0) E_{\text{sym}}(r) \rangle = \langle E^1(0) E^1(r) \rangle + (n - 1) \langle E^1(0) E^2(r) \rangle = \frac{S(n)}{r^{2x_{\text{sym}}(n)}}$$

$$\frac{n}{n - 1} \langle E_{\text{irr}}^1(0) E_{\text{irr}}^1(r) \rangle = \langle E^1(0) E^1(r) \rangle - \langle E^1(0) E^2(r) \rangle = \frac{I(n)}{r^{2x_{\text{irr}}(n)}}$$

$$\lim_{n \to 0} \langle E^1(0) E^1(r) \rangle = \lim_{n \to 0} \frac{1}{n} \left( \frac{S(n)}{r^{2x_{\text{sym}}(n)}} + (n - 1) \frac{I(n)}{r^{2x_{\text{irr}}(n)}} \right) \sim \frac{\ln(r)}{r^{2x}}$$

$x_{\text{sym}}(0) = x_{\text{irr}}(0) = x$

$S(0) = I(0)$
Distinct features of the logarithms in this context

- Logarithms appear directly at the critical point
- No fine tuning is needed to get logarithms, and no fine tuning can eliminate them
- This is a generic feature of problems with quenched disorder (to be discussed later)
Example: 2D percolation
Percolation as Q-state Potts model

Q-state Potts model

\[
Z = \sum_{\sigma=1,2,\ldots,Q} \exp \left( K \sum_{\langle r' r'' \rangle} \delta_{\sigma_r, \sigma_{r''}} \right)
\]

\[Q = 2\]

corresponds to the Ising model

More generally, known to have a second order phase transition in 2D for \(1 \leq Q \leq 4\)

Standard map from Q=1 Potts model to percolation

\[
Z = \frac{1}{(1-p)^\# \text{bonds}} \sum_{\sigma=1,2,\ldots,Q} \prod_{\langle r' r'' \rangle} \left( 1 - p + p \delta_{\sigma_r, \sigma_{r''}} \right)
\]

\[p = 1 - e^{-K}\]

\[
Z = \frac{1}{(1-p)^\# \text{bonds}} \sum_{\text{clusters}} Q^\# \text{clusters} p^\# \text{cluster bonds} (1-p)^\# \text{remaining bonds}
\]

**Limit** \(Q \to 1\) counts all clusters equally and is equivalent to studying percolation

\(Q \to 0\) counts spanning trees and is equivalent to computing the determinant of the lattice laplacian

percolation (Fortuin-Kasteleyn) clusters
where we have added a subdominant non-universal (i.e., lattice dependent) part.

\[ F(r) \equiv \frac{P_0(r) + \delta P_1(r) - \delta P_2(r)}{P_2(r)} \sim \theta + \frac{2\sqrt{3}}{\pi} \log r \]

Figure 1. Percolation configurations contributing to (a) \( P_0(r) \), (b) \( P_1(r) \) (one cluster propagating a distance \( r = |r_1 - r_2| \)), (c) \( P_2(r) \) (two propagating clusters).
Symplectic fermions
Determinant of a Laplacian

defined via a Grassmann functional integral

\[
\det(\Delta) \sim \int D\theta D\bar{\theta} \theta(r) \bar{\theta}(r) e^{-\frac{1}{4\pi} \int d^2r \partial_\mu \theta \partial_\mu \bar{\theta}} = \prod_{n, \lambda_n \neq 0} \lambda_n
\]

necessary to get rid of the “zero mode”

with proper normalization

\[
\langle \theta(r) \bar{\theta}(r) \rangle = 1
\]
\[
\langle I \rangle = 0
\]

identity

This is a logarithmic pair:

\[
\langle I(r_1) I(r_2) \rangle = 0
\]
\[
\langle I(r_1) \tilde{I}(r_2) \rangle = 1
\]
\[
\langle \tilde{I}(r_1) \tilde{I}(r_2) \rangle = -4 \ln (|r_1 - r_2|)
\]

VG, M. Flohr, C. Nayak, 1996
Any model involving counting of spanning trees, or $Q \rightarrow 0$ Potts model

In particular, dense polymers (self-avoiding random walks passing through every point of a lattice)

Abelian sandpile model
CFT approach to logarithms

\[ T(z) = \sum_{n} \frac{L_n}{z^{n+2}} \]

\( L_0 \) generates scale transformations

Definition of the primary operators in CFT

\( L_0 A = h A \)

\( L_n A = 0 \quad n > 0 \)

\[ \langle A(0) A(z) \rangle = \frac{1}{z^{2h}} \]
CFT approach to logarithms

\[ T(z) = \sum_n \frac{L_n}{z^{n+2}} \]

\( L_0 \) generates scale transformations

Definition of the primary operators in CFT

\[ L_0 A = h A \]
\[ L_n A = 0 \quad n > 0 \]

\[ \langle A(0)A(z) \rangle = \frac{1}{z^{2h}} \]

Definition of a logarithmic primary in CFT

\[ L_0 C = h C \]
\[ L_0 D = h D + C \]
\[ L_n C = 0, \quad L_n D = 0 \quad n > 0 \]

\[ \langle C(0)C(z) \rangle = 0 \]
\[ \langle C(0)D(z) \rangle = \frac{1}{z^{2h}} \]
\[ \langle D(0)D(z) \rangle = \frac{-2 \ln z}{z^{2h}} \]
CFT approach to logarithms

\[ T(z) = \sum_{n} \frac{L_n}{z^{n+2}} \quad L_0 \text{ generates scale transformations} \]

Definition of the primary operators in CFT

\[ L_0 A = hA \]
\[ L_n A = 0 \quad n > 0 \]

\[ \langle A(0) A(z) \rangle = \frac{1}{z^{2h}} \]

Definition of a logarithmic primary in CFT

\[ L_0 C = hC \]
\[ L_0 D = hD + C \]
\[ L_n C = 0, \quad L_n D = 0 \quad n > 0 \]

\[ \langle C(0) C(z) \rangle = 0 \]
\[ \langle C(0) D(z) \rangle = \frac{1}{z^{2h}} \]
\[ \langle D(0) D(z) \rangle = \frac{-2 \ln z}{z^{2h}} \]

c=-2 theory has a zero dimension primary

\[ L_0 \tilde{I} = I \]
\[ L_0 I = 0 \]
\[ \langle \tilde{I}(0) \tilde{I}(z) \rangle = -2 \ln z \]
Conformal field theory for symplectic fermions

\[ S = \frac{1}{4\pi} \int d^2 z \, \partial \theta \bar{\partial} \bar{\theta} \]

\[ T \sim \partial \theta \bar{\partial} \bar{\theta} \quad c = -2 \]

Kac table of degenerate operators

<table>
<thead>
<tr>
<th>( n ) ( \backslash ) ( m )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>(-\frac{1}{8})</td>
<td>0</td>
<td>(\frac{3}{8})</td>
<td>...</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>(\frac{3}{8})</td>
<td>0</td>
<td>(-\frac{1}{8})</td>
<td>...</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>(\frac{15}{8})</td>
<td>1</td>
<td>(\frac{3}{8})</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

\[ \Delta_{n,m} = \frac{(2n - m)^2 - 1}{8} \]
Conformal field theory for symplectic fermions

\[ S = \frac{1}{4\pi} \int d^2 z \, \partial \theta \bar{\partial} \bar{\theta} \]

\[ T \sim \partial \theta \bar{\partial} \bar{\theta} \quad c = -2 \]

Kac table of degenerate operators

\[
\begin{array}{c|c|c|c|c|c}
 n \backslash m & 1 & 2 & 3 & 4 & \ldots \\
\hline
 1 & 0 & -\frac{1}{8} & 0 & \frac{3}{8} & \ldots \\
 2 & \boxed{1} & \frac{3}{8} & 0 & -\frac{1}{8} & \ldots \\
 3 & 3 & \frac{15}{8} & 1 & \frac{3}{8} & \ldots \\
 \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{array}
\]

\[
\Delta_{n,m} = \frac{(2n - m)^2 - 1}{8}
\]
Conformal field theory for symplectic fermions

\[ S = \frac{1}{4\pi} \int d^2 z \, \partial \theta \bar{\partial} \bar{\theta} \]

\[ T \sim \partial \theta \bar{\partial} \bar{\theta} \quad c = -2 \]

Kac table of degenerate operators

\[ \sigma(z) \]

\[ \Delta_{n,m} = \frac{(2n - m)^2 - 1}{8} \]

\[ \sigma(z) \sigma(0) = z^{\frac{1}{8}} \left( \tilde{I} + \ln z I + \ldots \right) \]
Conformal field theory for symplectic fermions

\[ S = \frac{1}{4\pi} \int d^2 z \, \partial \theta \bar{\partial} \bar{\theta} \]

\[ T \sim \partial \theta \bar{\partial} \bar{\theta} \quad c = -2 \]

Kac table of degenerate operators

\[
\begin{array}{c|c|c|c|c|c}
 n \setminus m & 1 & 2 & 3 & 4 & \ldots \\
\hline
 1 & 0 & -\frac{1}{8} & 0 & \frac{3}{8} & \ldots \\
 2 & 1 & \frac{3}{8} & 0 & -\frac{1}{8} & \ldots \\
 3 & 3 & \frac{15}{8} & 1 & \frac{3}{8} & \ldots \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \ldots \\
\end{array}
\]

\[ \Delta_{n,m} = \frac{(2n - m)^2 - 1}{8} \]

\[ \sigma(z) \sigma(0) = z^{\frac{1}{8}} \left( \tilde{I} + \ln z \, I + \ldots \right) \]

\[ \langle \sigma(z_1) \sigma(z_2) \sigma(z_3) \sigma(z_4) \rangle = \left[ (z_1 - z_3)(z_2 - z_4)x(1 - x) \right]^{\frac{1}{4}} F_i(x) \]

\[ F_1(x) = F \left( \frac{1}{2}, \frac{1}{2}, 1; x \right) \]

\[ F_2(x) = F \left( \frac{1}{2}, \frac{1}{2}, 1; 1 - x \right) \]

\[ F_1(1 - x) \approx \ln x \quad x \to 0 \]
Conformal field theory for symplectic fermions

\[ S = \frac{1}{4\pi} \int d^2 z \, \partial \theta \bar{\partial} \bar{\theta} \]

\[ T \sim \partial \theta \bar{\partial} \bar{\theta} \quad c = -2 \]

Kac table of degenerate operators

\[
\begin{array}{c|c|c|c|c|c}
 n \setminus m & 1 & 2 & 3 & 4 & \ldots \\
\hline
 1 & 0 & -\frac{1}{8} & 0 & \frac{3}{8} & \ldots \\
 2 & 1 & \frac{3}{8} & 0 & -\frac{1}{8} & \ldots \\
 3 & 3 & \frac{15}{8} & 1 & \frac{3}{8} & \ldots \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

\[ \langle \sigma(\infty) \partial \theta(z) \bar{\partial} \bar{\theta}(w) \sigma(0) \rangle = \frac{1}{2} \left( \sqrt{\frac{z}{w}} + \sqrt{\frac{w}{z}} \right) \]

\[ \Delta_{n,m} = \frac{(2n - m)^2 - 1}{8} \]

\[ \sigma(z) \sigma(0) = z^{\frac{1}{8}} \left( \tilde{I} + \ln z I + \ldots \right) \]

\[ \langle \sigma(z_1) \sigma(z_2) \sigma(z_3) \sigma(z_4) \rangle = \left[ (z_1 - z_3)(z_2 - z_4)x(1 - x) \right]^{\frac{1}{4}} F_i(x) \]

\[ F_1(x) = F \left( \frac{1}{2}, \frac{1}{2}, 1; x \right) \]

\[ F_2(x) = F \left( \frac{1}{2}, \frac{1}{2}, 1; 1 - x \right) \]

\[ F_1(1 - x) \approx \ln x \quad x \to 0 \]
Relevance to the stat mech models?

Identification of observables related to the operator $\tilde{I}$

Meaning of this observable in the Abelian sandpile model?

V.S. Poghosyan, S. Y. Grigorev, V. B. Priezzhev, P. Ruelle, 2010

P. Ruelle, 2013
CFT at c=0
and problems involving averaging over disorder
\[
P(t, x) = \int_{x(0) = 0}^{x(t) = x} \mathcal{D}x(t) e^{-\frac{1}{\mathcal{D}} \int_0^t dt \, \dot{x}_\mu^2 - \frac{g}{2} \int dt dt' \, \delta(\vec{x}(t) - \vec{x}'(t))}
\]
P(t, x) = \int \mathcal{D} x(t) \, e^{-\frac{1}{\mathcal{B}} \int_0^t dt \, \dot{x}_\mu - \frac{g}{2} \int dt dt' \, \delta (\vec{x}(t) - \vec{x}'(t))}

Perturbative expansion

\[ P(t, x) = \int x(t)=x \, x(0)=0 \]
SARW: Effective field theory

\[ P(t, x) = \int_{x(0)=0}^{x(t)=x} \mathcal{D}x(t) \, e^{-\frac{1}{\mathcal{D}} \int_0^t dt \, \dot{x}_\mu^2 - \frac{g}{2} \int dt \, dt' \, \delta(\vec{x}(t) - \vec{x}'(t))} \]

Perturbative expansion

\[ -g + g^2 \left\{ \begin{array}{c}
\end{array} \right\} \]

is reproduced by the expansion of this Green's function with a random imaginary potential \( i V(x) \) in powers of \( V(x) \)

\[
\frac{1}{i\omega + D \frac{\partial^2}{\partial x^2} - iV(x)} \quad \langle V(x)V(y) \rangle = g \, \delta(x - y)
\]
SARW: Effective field theory

\[
P(t, x) = \int x(t) = x \quad \mathcal{D}x(t) \quad e^{-\frac{1}{D} \int_0^t dt \; \dot{x}_\mu^2 - \frac{g}{2} \int dt dt' \; \delta(\vec{x}(t) - \vec{x}'(t))}
\]

Perturbative expansion

\[
\begin{align*}
- g & \quad + g^2 \left\{ \begin{array}{c}
\text{is reproduced by the expansion of this Green's function with a random imaginary}
\end{array} \\
\text{potential } i V(x) \text{ in powers of } V(x)
\end{align*}
\]

\[
\frac{1}{i \omega + D \frac{\partial^2}{\partial x^2} - i V(x)}
\]

\[
\langle V(x) V(y) \rangle = g \delta(x - y)
\]

\[
P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2 x \; \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - i V + i \omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2 x \; \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - i V + i \omega \right) \phi}}
\]
Random potentials: replica approach

\[ P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int dx \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int dx \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi} \]  

Random potential

\[ \langle V(x)V(y) \rangle = g \delta(x - y) \]

De Gennes, 1972
Random potentials: replica approach

\[ P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}} \]

Random potential

\[ \langle V(x)V(y) \rangle = g \delta(x - y) \]

Introduce \( n \) replicas

\[ P(\omega, x) = \frac{\int \prod_{i=1}^{n} \mathcal{D}\phi_i \mathcal{D}\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) e^{\sum_{i=1}^{n} \int d^2x \bar{\phi}_i \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi_i}}{\left[ \int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi} \right]^n} \]

De Gennes, 1972
Random potentials: replica approach

\[ P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}} \]  

Random potential

\[ \langle V(x)V(y) \rangle = g \delta(x - y) \]

Introduce \( n \) replicas

\[ P(\omega, x) = \frac{\int \prod_{i=1}^{n} \mathcal{D}\phi_i \mathcal{D}\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) e^{\sum_{i=1}^{n} \int d^2 x \bar{\phi}_i \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi_i}}{\left[ \int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi} \right]^n} \]

take \( n \) to zero

\[ P(\omega, x) = \lim_{n \to 0} \int \prod_{i=1}^{n} \mathcal{D}\phi_i \mathcal{D}\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) e^{\sum_{i=1}^{n} \int d^2 x \bar{\phi}_i \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi_i} \]
Random potentials: replica approach

\[ P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) \ e^{\int d^2x \bar{\phi} \left(D \frac{\partial^2}{\partial x^2} - iV + i\omega\right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2x \bar{\phi} \left(D \frac{\partial^2}{\partial x^2} - iV + i\omega\right) \phi}} \]

Random potential
\[ \langle V(x)V(y) \rangle = g \delta(x - y) \]

Introduce \( n \) replicas

\[ P(\omega, x) = \frac{\int \prod_{i=1}^{n} \mathcal{D}\phi_i \mathcal{D}\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) \ e^{\sum_{i=1}^{n} \int d^2x \bar{\phi}_i \left(D \frac{\partial^2}{\partial x^2} - iV + i\omega\right) \phi_i}}{\left[ \int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2x \bar{\phi} \left(D \frac{\partial^2}{\partial x^2} - iV + i\omega\right) \phi} \right]^n} \]

Take \( n \) to zero

\[ P(\omega, x) = \lim_{n \to 0} \int \prod_{i=1}^{n} \mathcal{D}\phi_i \mathcal{D}\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) \ e^{\sum_{i=1}^{n} \int d^2x \bar{\phi}_i \left(D \frac{\partial^2}{\partial x^2} - iV + i\omega\right) \phi_i} \]

And finally average over random potential

\[ P(\omega, x) = \lim_{n \to 0} \int \prod_{i=1}^{n} \mathcal{D}\phi_i \mathcal{D}\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) \ e^{-\int d^2x \left[ \sum_{i=1}^{n} D\partial_\mu \bar{\phi}_i \partial_\mu \phi_i - i\omega \bar{\phi}_i \phi_i + g \left( \sum_{i=1}^{n} \bar{\phi}_i \phi_i \right)^2 \right]} \]

De Gennes, 1972
Random potentials: replica approach

\[ P(\omega, x) = \frac{\int D\phi D\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int D\phi D\bar{\phi} e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}} \]

Random potential
\[ \langle V(x)V(y) \rangle = g \delta(x - y) \]

Introduce \( n \) replicas

\[ P(\omega, x) = \frac{\int \prod_{i=1}^{n} D\phi_i D\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) e^{\sum_{i=1}^{n} \int d^2 x \bar{\phi}_i \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi_i}}{\left[ \int D\phi D\bar{\phi} e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi} \right]^n} \]

take \( n \) to zero

\[ P(\omega, x) = \lim_{n \to 0} \int \prod_{i=1}^{n} D\phi_i D\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) e^{\sum_{i=1}^{n} \int d^2 x \bar{\phi}_i \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi_i} \]

and finally average over random potential

\[ P(\omega, x) = \lim_{n \to 0} \int \prod_{i=1}^{n} D\phi_i D\bar{\phi}_i \phi_1(x) \bar{\phi}_1(0) e^{-\int d^2 x \left[ \sum_{i=1}^{n} D\partial_{\mu} \bar{\phi}_i \partial_{\mu} \phi_i - i\omega \bar{\phi}_i \phi_i + \frac{g}{2} \left( \sum_{i=1}^{n} \bar{\phi}_i \phi_i \right)^2 \right]} \]

This is the famous \( O(n) \) model in the \( n \to 0 \) limit

De Gennes, 1972
Random potentials: “supersymmetry approach”

\[
P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}} \langle V(x)V(y) \rangle = g \delta(x - y)
\]
Random potentials: “supersymmetry approach”

\[ P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2 x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}} \]

\[ \langle V(x)V(y) \rangle = g \delta(x - y) \]

Introduce fermionic fields \( \psi \)

\[ P(\omega, x) = \int \mathcal{D}\phi \mathcal{D}\bar{\phi} \mathcal{D}\bar{\psi} \mathcal{D}\psi \phi(x) \bar{\phi}(0) e^{\int d^2 x \left[ \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi + \bar{\psi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \psi \right]} \]
Random potentials: “supersymmetry approach”

\[ P(\omega, x) = \frac{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} \phi(x) \bar{\phi}(0) e^{\int d^2x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}}{\int \mathcal{D}\phi \mathcal{D}\bar{\phi} e^{\int d^2x \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi}} \langle V(x)V(y) \rangle = g \delta(x - y) \]

Introduce fermionic fields \( \psi \)

\[ P(\omega, x) = \int \mathcal{D}\phi \mathcal{D}\bar{\phi} \mathcal{D}\bar{\psi} \mathcal{D}\psi \phi(x) \bar{\phi}(0) e^{\int d^2x \left[ \bar{\phi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \phi + \bar{\psi} \left( D \frac{\partial^2}{\partial x^2} - iV + i\omega \right) \psi \right]} \]

Average over random potential, to find effective field theory with the action

\[ S = \int d^2x \left[ D \left( \partial_\mu \bar{\phi} \partial_\mu \phi + \partial_\mu \bar{\psi} \partial_\mu \psi \right) + \frac{g}{2} \left( \bar{\phi} \phi + \bar{\psi} \psi \right)^2 \right] \]

We would like to study CFTs corresponding to the field theories of this type. All have \( c=0 \).
Supersymmetric effective field theories describe a variety of interesting critical behavior in 2 dimensions. Most have not been understood.

Examples include self-avoiding random walks and percolation (mostly understood, although not completely) and quantum motion in random potentials under various conditions (mostly not understood).

Most famous example, the quantum Hall transition, has been extensively studied, and yet is not understood.
Supersymmetry

A typical action

\[ S = \int d^2 x \left[ D \left( \partial_\mu \bar{\phi} \partial_\mu \phi + \partial_\mu \bar{\psi} \partial_\mu \psi \right) + \frac{g}{2} \left( \bar{\phi} \phi + \bar{\psi} \psi \right)^2 \right] \]

\[
\begin{pmatrix}
\phi' \\
\psi'
\end{pmatrix} = \begin{pmatrix}
\alpha_1 & \epsilon \\
\bar{\epsilon} & \alpha_2
\end{pmatrix}
\begin{pmatrix}
\phi \\
\psi
\end{pmatrix}
\]

Superunitary (more precisely, in this example, orthosymplectic) group is the symmetry group of this action
Supersymmetry

A typical action

\[ S = \int d^2 x \left[ D \left( \partial_\mu \bar{\phi} \partial_\mu \phi + \partial_\mu \bar{\psi} \partial_\mu \psi \right) + \frac{g}{2} \left( \phi \phi + \bar{\psi} \psi \right)^2 \right] \]

\[
\begin{pmatrix}
\phi' \\
\psi'
\end{pmatrix} =
\begin{pmatrix}
\alpha_1 & \epsilon \\
\bar{\epsilon} & \alpha_2
\end{pmatrix}
\begin{pmatrix}
\phi \\
\psi
\end{pmatrix}
\]

Superunitary (more precisely, in this example, orthosymplectic) group is the symmetry group of this action

Strange reducible but indecomposable representations of the superunitary group

\[
\begin{align*}
\bar{\phi} \psi & \quad \epsilon \quad \bar{\phi} \phi - \bar{\psi} \psi & \quad \bar{\epsilon} \quad \phi \bar{\psi} \\
\bar{\epsilon} & \quad \bar{\phi} \phi + \bar{\psi} \psi & \quad \epsilon
\end{align*}
\]

scalar at the bottom
Logarithms and the indecomposable reps

\[ \zeta \leftrightarrow D \leftrightarrow C \leftrightarrow \bar{\zeta} \]

Logarithmic operators love indecomposable multiplets

Z. Masarani, D. Serban, 1996
Logarithms and the indecomposable reps

\[ \langle C(z) \, C(w) \rangle = 0 \quad \text{Used to be mysterious, now natural} \]

\[ \delta \langle \zeta(z) \, C(w) \rangle = 0 \]

Logarithmic operators love indecomposable multiplets

Z. Masarani, D. Serban, 1996
Logarithms and the indecomposable reps

Used to be mysterious, now natural

\[ \langle C(z) C(w) \rangle = 0 \]

\[ \langle C(z) D(w) \rangle = \frac{1}{(z - w)^{2\lambda}} \]

\[ \delta \langle \zeta(z) C(w) \rangle = 0 \]

\[ \delta \langle D(z) \bar{\zeta}(w) \rangle = \langle \zeta(z) \bar{\zeta}(w) \rangle - \langle D(z) C(w) \rangle = 0 \]

So \( \zeta \) are just the usual primary fields

\[ \langle \zeta(z) \bar{\zeta}(w) \rangle = \frac{1}{(z - w)^{2\lambda}} \]
Logarithms and the indecomposable reps

\[ \langle C(z) C(w) \rangle = 0 \quad \text{Used to be mysterious, now natural} \]
\[ \delta \langle \zeta(z) C(w) \rangle = 0 \]

\[ \langle C(z) D(w) \rangle = \frac{1}{(z - w)^{2\lambda}} \]
\[ \delta \langle D(z) \bar{\zeta}(w) \rangle = \langle \zeta(z) \bar{\zeta}(w) \rangle - \langle D(z) C(w) \rangle = 0 \]

So \( \zeta \) are just the usual primary fields

\[ \langle \zeta(z) \bar{\zeta}(w) \rangle = \frac{1}{(z - w)^{2\lambda}} \]

Finally:

\[ \langle D(z) D(w) \rangle = -\frac{2 \ln(z - w)}{(z - w)^{2\lambda}} \]

because why not??

Logarithmic operators love indecomposable multiplets

Z. Masarani, D. Serban, 1996
Any primary operator with a nonvanishing norm in a CFT satisfies

\[ A(z)A(0) = \frac{1}{z^{2\lambda}} \left( 1 + \frac{2\lambda}{c} T(z) + \ldots \right) \]

Thus the direct limit \( c \to 0 \) is problematic.
Any primary operator with a nonvanishing norm in a CFT satisfies

\[ A(z)A(0) = \frac{1}{z^{2\lambda}} \left( 1 + \frac{2\lambda}{c} T(z) + \ldots \right) \]

Thus the direct limit \( c \to 0 \) is problematic.

Any \( c=0 \) CFT must contain operators with dimension 2 distinct from the stress-energy tensor. At least one of them, called \( t \), must satisfy

\[ T(z)t(0) = \frac{b}{z^4} + \ldots \]
Stress-energy tensor at $c=0$: CFT perspective

Any primary operator with a nonvanishing norm in a CFT satisfies

$$A(z)A(0) = \frac{1}{z^{2\lambda}} \left( 1 + \frac{2\lambda}{c} T(z) + \ldots \right)$$

Thus the direct limit $c \to 0$ is problematic.

Any $c=0$ CFT must contain operators with dimension 2 distinct from the stress-energy tensor. At least one of them, called $t$, must satisfy

$$T(z)t(0) = \frac{b}{z^4} + \ldots$$

Then

$$A(z)A(0) = \frac{1}{z^{2\lambda}} \left( 1 + \frac{\lambda}{b} t(z) + CT(0) + \ldots \right)$$
Stress-energy tensor is always a part of a reducible but indecomposable multiplet
Stress-energy tensor at c=0: supersymmetry perspective

\[ \xi \leftrightarrow t \leftrightarrow \bar{\xi} \]

Stress-energy tensor is always a part of a reducible but indecomposable multiplet

Possible consistent OPE:

\[ T(z)T(0) = \frac{2T(0)}{z^2} + \ldots \]

\[ T(z)t(0) = \frac{b}{z^4} + \frac{2t(0)}{z^2} + \ldots \]

\[ t(z)t(0) = \frac{2t(0)}{z^2} + \ldots \]

Realized in supergroup-based WZW models.
Stress-energy tensor at \(c=0\): supersymmetry perspective

Stress-energy tensor is always a part of a reducible but indecomposable multiplet

Possible consistent OPE:

\[
T(z)T(0) = \frac{2T(0)}{z^2} + \ldots
\]

\[
T(z)t(0) = \frac{b}{z^4} + \frac{2t(0)}{z^2} + \ldots
\]

\[
t(z)t(0) = \frac{2t(0)}{z^2} + \ldots
\]

Realized in supergroup-based WZW models.

But these are also possible consistent OPE:

\[
T(z)T(0) = \frac{2T(0)}{z^2} + \ldots
\]

\[
T(z)t(0) = \frac{b}{z^4} + \frac{2t(0) + T(0)}{z^2} + \ldots
\]

\[
t(z)t(0) = \frac{-2b \ln z}{z^4} + \ldots
\]

Makes \(t\) logarithmic. Realized in \(c=0\) minimal model.
Logarithmic $t$: supersymmetry emerges

\[
T(z)t(0) = \frac{b}{z^4} + \frac{2t(0) + T(0)}{z^2} + \frac{t'(0)}{z} + \ldots
\]
Logarithmic $t$: supersymmetry emerges

\[
T(z)t(0) = \frac{b}{z^4} + \frac{2t(0) + T(0)}{z^2} + \frac{t'(0)}{z} + \ldots
\]

\[
t(z)t(0) = -\frac{2b \log z}{z^4} + \frac{t(0) [1 - 4 \log z] - T(0) [\log z + 2 \log^2 z]}{z^2}
\]

\[
\xi(z)\bar{\xi}(0) = \frac{1}{8} T(z)T(0) + \frac{b}{2z^4} + \frac{t(0) + T(0) \log z}{z^2} + \ldots
\]

\[
t(z)\xi(0) = \frac{1}{4} T(z)\xi(0) - T(z)\xi(0) \log z + \frac{\xi'(0)}{2z} + \ldots
\]

These follow from the assumption of logarithmic $t$ by conformal invariance only.
Logarithmic $t$: supersymmetry emerges

$$T(z)t(0) = \frac{b}{z^4} + \frac{2t(0) + T(0)}{z^2} + \frac{t'(0)}{z} + \ldots$$

$$t(z)t(0) = -\frac{2b \log z}{z^4} + \frac{t(0)\left[1 - 4 \log z\right] - T(0)\left[\log z + 2 \log^2 z\right]}{z^2}$$

$$\xi(z)\bar{\xi}(0) = \frac{1}{8} T(z)T(0) + \frac{b}{2z^4} + \frac{t(0) + T(0) \log z}{z^2} + \ldots$$

$$t(z)\xi(0) = \frac{1}{4} T(z)\xi(0) - T(z)\xi(0) \log z + \frac{\xi'(0)}{2z} + \ldots$$

These follow from the assumption of logarithmic $t$ by conformal invariance only.

Yet they automatically form the indecomposable representation shown on the left.
Logarithmic $t$: minimal model at $c=0$

\[ \lambda_{m,n} = \frac{(2n - 3m)^2 - 1}{24} \]

Differential equations give

\[ \langle A(z_1)A(z_2)A(z_3)A(z_4)\rangle = \frac{1}{(z_1 - z_2)^2\lambda(z_3 - z_4)^2\lambda} \left(1 + \alpha x^2 \ln(x) + \ldots\right) \]

\[ \alpha = \frac{\lambda}{b} \]

\[ x = \frac{z_{12} z_{34}}{z_{13} z_{24}} \]
Logarithmic $t$: minimal model at $c=0$

$\lambda_{m,n} = \frac{(2n - 3m)^2 - 1}{24}$

$b = \frac{5}{6}$

Differential equations give

$\langle A(z_1)A(z_2)A(z_3)A(z_4)\rangle = \frac{1}{(z_1 - z_2)^{2\lambda}(z_3 - z_4)^{2\lambda}} \left(1 + \alpha x^2 \ln(x) + \ldots\right)$

$\alpha = \frac{\lambda}{b}$

$x = \frac{z_{12} z_{34}}{z_{13} z_{24}}$
Logarithmic $t$: minimal model at $c=0$

Differential equations give

$$\langle A(z_1)A(z_2)A(z_3)A(z_4)\rangle = \frac{1}{(z_1 - z_2)^{2\lambda}(z_3 - z_4)^{2\lambda}} \left(1 + \alpha x^2 \ln(x) + \ldots\right)$$

$$\alpha = \frac{\lambda}{b}$$

$$x = \frac{z_{12}z_{34}}{z_{13}z_{24}}$$

$$\lambda_{m,n} = \frac{(2n - 3m)^2 - 1}{24}$$
Puzzle of Bulk Conformal Field Theories at Central Charge $c = 0$
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Further developments

Extensive work by H. Saleur and N. Read elucidating the structure of percolation, $Q \to 1$ limit of Potts model, as a logarithmic CFT.
Conclusions and outlook
Logarithmic scaling at certain fixed points of renormalization group is unavoidable.

In some examples it affects certain correlation functions and is relatively easy to study.

In other examples, it affects the whole structure of the theory and makes it very difficult to understand it.

Problems with disorder generally have logarithmic correlators. Exact solutions to the critical points in 2D involving disorder are supposed to involve logarithmic structure and are very hard to study.