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New prescription for perturbative 
amplitudes 

CHY	  formula	  (Cachazo,	  He	  and	  Yuan)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
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Pfaffian	  (depends	  on	  polariza8ons	  
and	  momenta)	  

Color	  trace	  factor,	  very	  alike	  
to	  cyclic	  trace	  in	  MHV	  
amplitudes	  

Algebraic	  solu8ons	  	  

(See	  also	  Ricardo’s	  and	  Yvonne’s	  talks)	  



Si =
X

j 6=i

ki · kj
zi � zj

= 0

The scattering equations 

z1 = 0, zN�1 = 1 and zN = 1

The	  scaZering	  equa8ons:	  reminiscent	  of	  early	  work	  on	  dual	  models	  /	  high-‐energy	  
string	  scaZering	  (Fairlie	  and	  Roberts;	  Gross	  and	  Mende)	  
	  
Some	  results:	  
	  

•  Proof	  of	  CHY	  formalism	  (Dolan	  and	  Goddard)	  	  

•  In	  Ambi-‐twistor-‐space	  (Mason	  and	  Skinner;	  Adamo,	  Casali	  and	  Skinner)	  	  
	  
	  

•  In	  pure	  spinor	  formalism	  (Berkovits;	  Gomez,	  Yuan)	  

•  Some	  work	  on	  explicit	  solu8ons	  (e.g.	  Dolan	  and	  Goddard;	  Søgaard	  and	  Zhang;	  
Cardona	  and	  Gomez;	  Zlotnikov;	  Gomez)	  

	  

	  
	  



 
 
Simplest case: 
The N-point scalar amplitude 

Here	  	  	  	  

AN =
Z Y
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0
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(z1 � zN�1)(z1 � zN)(zN�1 � zN)
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i=1(zi � zi+1)2

N�1Y
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dzi

are	  the	  scaZering	  equa8ons	  where	  	  	  	  	  

For	  the	  N-‐point	  scalar	  amplitude	  (s	  =	  0)	  one	  has	  	  

z1 = 0, zN�1 = 1 and zN = 1

Generally	  complicated	  solu8ons	  
at	  higher	  points.	  N-‐roots	  of	  	  
Polynomial	  equa8ons.	  	  
(can	  be	  complex)	  

Sum	  over	  solu8ons	  

Much	  like	  standard	  Kobe-‐Nielsen	  gauge	  fixing	  

e.g .
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Illustrating the 4-point scalar 
amplitude 

Following	  the	  prescrip8on	  we	  have	  :	  

We	  have	  the	  following	  total	  (not-‐independent)	  scaZering	  
equa8ons	  	  
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Solu8on:	  



So	  that:	  
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The	  correct	  result!	  

Illustrating the 4-point scalar amplitude 



4-point scalar ‘stringy’ amplitude 

We	  have:	  
	  
	  
	  
so	  by	  integra8on	  we	  have	  

Same	  leading	  order	  result.	  	  
Different	  logic!	  
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For	  gluons	  (s	  =	  1)	  we	  have	  

The N-point gluon amplitude 

Cyclic	  trace	  

Polariza8ons	  and	  
momenta	  

Sum	  over	  solu8ons	  

(n − 3)! {Si = 0}

Ψ Ψij
ij i , j Ψ

′Ψ ≡ (−1)i+j

(zi−zj)
(
Ψij

ij

)
, Ψ ≡

(
A −CT

C B

)
,

Ψ

Ai!j ≡
sij

(zi−zj)
, Bi!j ≡

ϵi j

(zi−zj)
, Ci!j ≡

(ϵi·kj)
(zi−zj)

,

Ai=j ≡ 0, Bi=j ≡ 0, Ci=j ≡ −
∑

l!i

(ϵi·kl)
(zi−zl)

.

sij ≡2ki ·kj ϵi j ≡ϵi ·ϵj

C

− (ϵi·kl)
(zi−zl)

=
(ϵi·kl)
(za−zi )

+
(ϵi·kl)(zl−za)
(za−zi )(zi−zl)

i ! a,

C

Cii =
∑

l!i

(
(ϵi·kl)
(za−zi )

+
(ϵi·kl)(zl−za)
(za−zi )(zi−zl)

)
⇒

∑

l!i ,a

(ϵi·kl)(zl−za)
(za−zi )(zi−zl)

.

(ϵi ·ki)
z−2i

C

Cii ⇒

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

n∑

l=3

(ϵ1·kl)(zl−z2)
(z2−z1)(z1−zl)

, i = 1 ,

∑

l "{1, i}

(ϵi·kl)(zl−z1)
(z1−zi )(zi−zl)

, i > 1 .

C

e.g . n
α ′

�

(n − 3)! {Si = 0}

Ψ Ψij
ij i , j Ψ

′Ψ ≡ (−1)i+j

(zi−zj)
(
Ψij

ij

)
, Ψ ≡

(
A −CT

C B

)
,

Ψ

Ai!j ≡
sij

(zi−zj)
, Bi!j ≡

ϵi j

(zi−zj)
, Ci!j ≡

(ϵi·kj)
(zi−zj)

,

Ai=j ≡ 0, Bi=j ≡ 0, Ci=j ≡ −
∑

l!i

(ϵi·kl)
(zi−zl)

.

sij ≡2ki ·kj ϵi j ≡ϵi ·ϵj

C

− (ϵi·kl)
(zi−zl)

=
(ϵi·kl)
(za−zi )

+
(ϵi·kl)(zl−za)
(za−zi )(zi−zl)

i ! a,

C

Cii =
∑

l!i

(
(ϵi·kl)
(za−zi )

+
(ϵi·kl)(zl−za)
(za−zi )(zi−zl)

)
⇒

∑

l!i ,a

(ϵi·kl)(zl−za)
(za−zi )(zi−zl)

.

(ϵi ·ki)
z−2i

C

Cii ⇒

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

n∑

l=3

(ϵ1·kl)(zl−z2)
(z2−z1)(z1−zl)

, i = 1 ,

∑

l "{1, i}

(ϵi·kl)(zl−z1)
(z1−zi )(zi−zl)

, i > 1 .

C

e.g . n
α ′

�



Subtrac8on	  of	  fermionic	  and	  bosonic	  
degrees	  of	  freedom	   Koba-‐Nielsen	  factor:	  

important	  signs	  introduced	  
from	  orderings	  of	  integra8ons	  

Gluon	  amplitudes	  from	  string	  theory	  
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Auxiliary	  Grassmann	  integra8ons	  introduce	  	  
mul8-‐linearity	  in	  polariza8ons	  just	  as	  Pfaffian	  	  
does	  in	  the	  CHY	  formalism	  

(Other	  integrands	  possible	  to	  consider	  as	  well…)	  



	  
	  

•  Interes8ng	  feature:	  Integra8on	  by	  parts	  iden88es	  in	  string	  
theory	  are	  in	  this	  viewpoint	  related	  to	  the	  scaZering	  
equa8ons.	  

•  E.g.	  :	  
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String	  Theory	  and	  CHY	  

	  
	  

(E.g.	  Polchinski;	  Broedel,	  SchloZerer,	  S8eberger)	  	  

Open	  ques8on:	  CHY	  ScaZering	  equa8ons:	  is	  the	  Kobe-‐Nielsen	  factor	  missing??!	  



	  String	  theory	  

Integra8on	  in	  an	  ordered	  
manner	  along	  the	  real	  line.	  	  
	  

Poles	  comes	  from	  pinching	  
regions.	  
	  
	  

Analogy between prescriptions 

Sca<ering	  eq.	  prescrip@on	  

Integral	  saturated	  by	  delta-‐
func8on	  and	  amplitude	  	  
becomes	  localized.	  	  
	  

Solu8ons	  not	  necessarily	  on	  real	  
line.	  
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(NEJB,	  Damgaard,	  Tourkine,	  Vanhove)	  



Point of view :   

l CHY formalism can be viewed as truncation of low-energy 
string scattering. 

l  Useful: no need for integrations 

l  Advantages: Certain string considerations/symmetries can 
carry over… 
l  E.g. both CHY formalism and string theory share invariance 

under Mobius transformations 
l  Amplitudes are built up in similar ways. 

 

 

(NEJB,	  Damgaard,	  Tourkine,	  Vanhove)	  



Using the scattering eq. formalism 

l Basically currently three options for evaluation: 
l  Direct numerical solutions 

l  Numerically very hard beyond 7pt .. Normally (real) numerical 
results from 6pt up. 

l  Using rules for evaluation of residues: scattering eq. rules for 
scalars, see e.g. (Cachazo, He and Yuan; Baadgaard Jepsen, NEJB, 
Bourjaily, Damgaard, Feng; Gomez) and recent extension to gluons 
(NEJB, Bourjaily, Damgaard, Feng; Cardona, Feng, Gomez and Huang) 

l  Finally some techniques for direct integration, see e.g. (Dolan and 
Goddard; Cardona and Gomez; Zlotnikov; Søgaard and Zhang; Gomez) 

 



Think about the scalar amplitude integrand 

This can be thought of diagrammatically as a double line between points 
1 to n. 
 
It will as its result after summing over the (n-3)!  
solutions give the result for the n point       tree. 
 
Question: Can we identify the individual diagrams  
in this tree amplitude? 

 

Integra8on	  rules	  for	  scaZering	  eq.	  
Scalar	  theories	  
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Our paper is organized as follows. We review the scattering equations and how to use
their solutions to provide representations of tree-level scattering amplitudes in section 2,
briefly summarizing the integration rules described in ref. [12]. In section 3, we recast
the original scattering equation formalism for '3-theory in a diagrammatic manner which
allows us to relate individual Feynman diagrams (and sums of Feynman diagrams) directly
to CHY integrands. By invoking the integration rules of ref. [12], we are able to prove
the polygon decomposition first put forward in [3]. And we discuss how this generalizes
to represent scattering amplitudes in 'p-theory (including theories with mixed orders) in
section 4. Finally, we comment on the corresponding analysis in string theory together
with our conclusions in section 5.

Scattering Equation Constraints, and Rules for Integration

Let us briefly review the new diagrammatic rules for computing integrals in the scat-
tering equation formalism. In the scattering equation framework, the n-point scattering
amplitude in '3-theory may be represented,

A'3
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Z
d⌦CHY
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!
, (2.1)

where d⌦CHY denotes the following integration measure combined with the scattering
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(independent of the choice of {r , s, t}), where Si denotes the i th scattering equation,

Si ⌘
X

j,i

si j
(zi�zj )

, (2.3)

where pi and pj are on-shell so that si j ⌘ (pi + pj )2 = 2(pi · pj ); in general, we define
si j ···k ⌘ (pi +pj + · · · +pk )2.

Although the scattering equation �-functions in (2.2) completely localize the integral
over d⌦CHY, the number of solutions to the scattering equations, (n �3)!, grows rapidly
with the number of particles, making all such integrals computationally quite challenging.
Conveniently, for a very large class of integrands I(z), there exists a simple, combinatorial
rule for determining

R
d⌦CHY I(z) as described in ref. [12]. We review this rule presently.

Let I(z) be any integrand involving arbitrary products of factors (zi�zj ) in the de-
nominator, subject to the requirement, imposed by Möbius invariance, that each number
1 to n appears in exactly four factors. We can represent the integrand I(z) diagrammat-
ically as a so-called 4-regular graph by representing the zi ’s as the vertices of an n-gon,
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l  It turns out we can! 

l  Again such rules comes very natural from a comparison of the 
scattering equations and string theory. 

 

Integra8on	  rules	  for	  scaZering	  eq.	  

lim
↵ 0!0

Z Y
dzi

f n�1Y

i=1
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Q
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z�(1)�(2) z�(2)�(3) ... z�(n)�(1)

g
⇥
Y

i<z

`zij `
↵ 0sij ⇥ H(z)

Poles	  comes	  where	  
so	  we	  can	  do	  a	  coun8ng	  of	  how	  many	  	  
points	  pinching	  we	  need	  to	  have	  given	  a	  pole.	  	  

zi � zj ! 0
From	  this	  ‘count’	  we	  
get	  scaZering	  eq.	  	  
Integra8on	  rules	  



l  Have integrand H(z) with weight 2 in all variables (Mobius invariance). 

l  The integration rule is 

                                                         If: 

Integra8on	  rules	  for	  scaZering	  eq.	  
The	  rules	  

	  
	  

and drawing a single edge between vertices zi and zj for each factor of (zi �zj ) (with
multiplicity) in the denominator of I(z). (For the sake of concreteness, we will always
consider the factors (zi �zj ) to be ordered so that i < j with respect to the (arbitrary)
ordering of the labels of the zi ’s.)

The integral
R
d⌦CHY I(z) will consist of a sum of inverse-products of Mandelstam

variables of the form,
n�3Y

a=1

⇣
1/sqa

⌘
, (2.4)

where each subset qa ⇢ {1, ... , n} has at most n/2 elements (with qa 'qca ⌘⁄n\qa), and
for which the collection of subsets {qa} satisfy the following criteria:

• for each qa there are exactly (2`qa`�2) factors (zi�zj ) (including multiplicity) in the
denominator of I(z) involving pairs {i , j}⇢qa;
• every pair {qa, qb} is either nested or complementary—that is, qa ⇢ qb or qb ⇢ qa,
or qa ⇢qcb or qcb ⇢qa.

If there are no collections of subsets {qa} which satisfy the criteria above, the result of
integration will be zero.1

Although this rule may appear somewhat involved, it is entirely combinatorial and
therefore provides a simple way to determine the result of integrating an integrand I(z)
against the measure d⌦CHY, which imposes the scattering equations as constraints (in-
cluding those not immediately obvious from the examples discussed in ref. [13]).

We can illustrate both the rules described above and the diagrammatic representation
of integrands with the following example:

)
 

1

s23s56s561
+

1

s23s61s561
+

1

s34s56s561
+

1

s34s61s561

!
. (2.5)

Less trivial examples include,

) 1

s23s45s61
, ) 1

s23s45s67s89s101s10123s4589
. (2.6)

1The cases where these rules do not work are those where there is a subset qa with more than
(2`qa`�2) factors (zi�zj ) in the denominator of I(z) involving pairs {i , j}⇢ qa. But these cases are not
relevant to this paper.
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(Baadsgaard	  Jepsen,	  NEJB,	  Bourjaily,	  Damgaard)	  

Set	  of	  points	  (or	  
compliment	  set	  of	  
points)	  

Integrand	  has	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
factors	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  where	  	  	  

2`qa` � 2
zi � zj {i , j} ⇢ qa

All	  pairs	  of	  set	  have	  to	  
sa8sfy	  that	  either	  they	  are	  
nested	  (or	  their	  
compliment	  are).	  

Star8ng	  point:	  find	  nested	  sets	  in	  diagram.	  
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regions with the required divergence. It is perhaps easiest to illustrate the complete
integration rule by a simple example.

Example:
Consider the string theory integral that involves the following H(z) factor:

H(z) =
1

(z1 � z2)(z1 � z5)(z2 � z4)(z3 � z4)(z3 � z6)(z5 � z6) . (19)

To evaluate the integral, we first use the rule saying that complementary subsets are
equivalent and select from the pairs of equivalent subsets the one not containing z1.
Then the subsets of the variables that will yield a 1/↵ 0-divergence are the following:

{3, 4} : two variables, one factor connecting them

{5, 6} : two variables, one factor connecting them

{2, 3, 4} : three variables, two factors connecting them

{3, 4, 5, 6} : four variables, three factors connecting them

(20)

These subsets are all compatible with each other except that {2, 3, 4} and {3, 4, 5, 6}
are incompatible. We can therefore form two collections of three, pairwise compat-
ible subsets:

⌧1 ⌘
�
{3, 4}, {5, 6}, {2, 3, 4}

 
⌧2 ⌘

�
{3, 4}, {5, 6}, {3, 4, 5, 6}

 (21)

Consequently, using our integration rule, we find that to leading-order in ↵ 0 the
integral is given as follows:

1

s34s56

 
1

s234
+

1

s3456

!
1

(↵ 0)3
. (22)

With the prefactor (↵ 0)6�3 = (↵ 0)3 the leading contribution to this string theory
integral is therefore

1

s34s56

 
1

s234
+

1

s3456

!
. (23)

We note that this corresponds to the sum of two Feynman diagrams contributing
to the 6-point amplitude of '3-theory.

It is easy to extend the above integration rules and derivation to the case when
H(z) also contains factors of (zi � zj ). The only change is that when considering a
subset T ={zj , zj+1, ... , zj+m}, the condition for the integration over the variables in
T to have a 1/↵ 0-divergence becomes the following: the number of factors (zl�zk )�1
in H(z) with zk , zl 2T minus the number of factors (zq � zr ) in H(z) with zq, zr 2T
must equal m.
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and drawing a single edge between vertices zi and zj for each factor of (zi �zj ) (with
multiplicity) in the denominator of I(z). (For the sake of concreteness, we will always
consider the factors (zi �zj ) to be ordered so that i < j with respect to the (arbitrary)
ordering of the labels of the zi ’s.)

The integral
R
d⌦CHY I(z) will consist of a sum of inverse-products of Mandelstam

variables of the form,
n�3Y

a=1

⇣
1/sqa

⌘
, (2.4)

where each subset qa ⇢ {1, ... , n} has at most n/2 elements (with qa 'qca ⌘⁄n\qa), and
for which the collection of subsets {qa} satisfy the following criteria:

• for each qa there are exactly (2`qa`�2) factors (zi�zj ) (including multiplicity) in the
denominator of I(z) involving pairs {i , j}⇢qa;
• every pair {qa, qb} is either nested or complementary—that is, qa ⇢ qb or qb ⇢ qa,
or qa ⇢qcb or qcb ⇢qa.

If there are no collections of subsets {qa} which satisfy the criteria above, the result of
integration will be zero.1

Although this rule may appear somewhat involved, it is entirely combinatorial and
therefore provides a simple way to determine the result of integrating an integrand I(z)
against the measure d⌦CHY, which imposes the scattering equations as constraints (in-
cluding those not immediately obvious from the examples discussed in ref. [13]).

We can illustrate both the rules described above and the diagrammatic representation
of integrands with the following example:

)
 

1

s23s56s561
+

1

s23s61s561
+

1

s34s56s561
+

1

s34s61s561

!
. (2.5)

Less trivial examples include,

) 1

s23s45s61
, ) 1

s23s45s67s89s101s10123s4589
. (2.6)

1The cases where these rules do not work are those where there is a subset qa with more than
(2`qa`�2) factors (zi�zj ) in the denominator of I(z) involving pairs {i , j}⇢ qa. But these cases are not
relevant to this paper.
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Given the integration rules it is now possible to make a intuitive 
connection back to scalar Feynman diagrams: 
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) ) (3.2)

Such “weaved” Feynman diagrams are certainly quite suggestive, but we will mostly use
polygon diagrams such as (3.1) below.

In both examples above, the pair of Hamiltonian cycles—the one following from the
p-gon vertices, and the one encircling the boundary—overlap in several places, resulting
in double-lines in the diagram which encodes the CHY integrand. For the second example,
the final 4-regular graph corresponds to the integrand:

,
8>>>><>>>>:

1

(z1�z2)(z2�z3)(z3�z4)(z4�z5)(z5�z6)(z6�z7)(z7�z1)
⇥ 1

(z1�z2)(z2�z6)(z6�z7)(z7�z3)(z3�z5)(z5�z4)(z4�z1)
.

(3.3)

Using the rules of integration described in ref. [12] and reviewed above, the result of
integrating (3.3) with the CHY measure d⌦CHY would result in,

) 1

s12s45s67s345
. (3.4)

Let us consider another example of a diagram involving p-point vertices (p-point
sub-amplitudes in '3-theory). The following graph,

) ) (3.5)

would correspond to the CHY integrand,

,
8>>>><>>>>:

1

(z1�z2)(z2�z3)(z3�z4)(z4�z5)(z5�z6)(z6�z7)(z7�z1)
⇥ 1

(z1�z2)(z2�z7)(z7�z4)(z4�z6)(z6�z5)(z5�z3)(z3�z1)
.

(3.6)
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It is a relatively simple exercise to see that this rule correctly reproduces the CHY
representation of amplitudes in scalar '3-theory, (2.1); many further examples were de-
scribed in ref. [12]. In this work, we will mostly be concerned with integrands that
correspond to (contributions to) scattering amplitudes in scalar field theories.

Feynman Diagrams, Polygon Graphs and CHY Integrands

It is a proposition in ref. [3] that certain specific CHY diagrams can be evaluated by de-
composing them into polygons. By applying the integration rules of the previous section,
it is possible to prove this proposition and provide a direct correspondence between in-
dividual '3 Feynman diagrams (which may contain p-point sub-amplitudes) and specific
CHY integrands.

Given a tree-level Feynman diagram in '3 scalar field theory, possibly involving p-
point sub-amplitudes, the corresponding CHY integrand can be constructed as follows.
Without loss of generality, we may assume the Feynman diagram is planar (with respect
to some ordering of the external legs) and connected. First, replace each p-point vertex
in the diagram with a p-gon whose corners lie along the legs involved (with the polygons
of internally-connected vertices meeting at their corners). The resulting, ‘polygon graph’
encodes a single, Hamiltonian cycle that crosses itself wherever two polygons meet, and
visits every external leg once. This cycle, together with an n-cycle connecting the outer
legs of the graph (according to the planar embedding) results in a 4-regular graph with
two Hamiltonian cycles that encodes a CHY integrand.

This rule can be illustrated as follows:

) ) (3.1)

where the CHY integrand is represented according to the same conventions of ref. [12].
It is worth mentioning that there is another way to associate planar Feynman diagrams
with 4-regular graphs: rather than representing each p-point vertex in the diagram with
a p-gon, we could instead represent each with a “weave” as in,

– 5 –
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We	  can	  also	  decompose	  even	  further	  using	  par8al	  frac8oning	  iden88es:	  
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Now:	  

Because the 4-point vertex represents the 4-point amplitude in '3-theory, we can replace
it with a sum of Feynman diagrams, resulting in the integrand-level identity:

= +

,
8>>>>><>>>>>:

1

(z1�z2)2(z2�z3)(z3�z4)(z4�z5)(z5�z6)2(z6�z7)(z7�z1)

⇥ 1

(z3�z7)(z4�z6)

"
1

(z1�z4)(z2�z7)(z3�z5)
+

1

(z2�z5)(z7�z4)(z1�z3)

#
.

(3.7)

Proof of the Correspondence with Feynman Graphs

Let us now demonstrate that the correspondence described above provides a correct
representation for all tree-level Feynman diagrams involving arbitrary-order vertices cor-
responding to p-point sub-amplitudes in scalar '3-theory.

First, notice that the rule above reproduces the CHY representation for any n-point
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We	  see	  that	  all	  contribu8ons	  are	  now	  decomposed	  into	  	  	  	  	  	  	  	  	  diagrams.	  	  

) ) (3.2)

Such “weaved” Feynman diagrams are certainly quite suggestive, but we will mostly use
polygon diagrams such as (3.1) below.
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(3.3)

Using the rules of integration described in ref. [12] and reviewed above, the result of
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) 1

s12s45s67s345
. (3.4)
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) ) (3.5)
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Gluon amplitudes 

Providing analytic trees for Yang-Mills from traditional 
methods difficult in arbitrary dimension. 

l The scattering equation formalism appear to be the 
perfect place to start.  

l Formalism naturally combines the beautiful aspects of 
string theory in a concrete formalism that avoid 
integrations. 

l As we will see ‘integration rules for gluons’ not 
straightforward…..but still possible...                                
(NEJB, Bourjaily, Damgaard, Feng) 



Starting point for gluon amplitudes 

2. Review and Refinement of CHY and String Amplitudes

In this section, we rapidly review the CHY and string theory representations of ampli-
tudes in Yang-Mills theory, and briefly discuss the obstacles to analytic integration of the
formulae that result. But prior to doing so, we must first refine the CHY representation
in order make it manifestly Möbius-invariant term-by-term.

In the scattering equation formalism, the n-point gluon amplitude in Yang-Mills can
be represented as follows [4–6],

An ⌘ (�1)ün/2†
Z
⌦CHY

Pf 0 (zi )
(z1�z2)(z2�z3) · · · (zn�z1)

, (2.1)

where the integration measure ⌦CHY (which includes the scattering equation constraints)
is given by:

⌦CHY ⌘
dnz

vol(SL(2))

Y

i

0�(Si ) ⌘ (zr�zs )2(zs�zt)2(zt�zr )2
Y

i 2⁄n\{r , s, t}
dzi �(Si ) , (2.2)

where the �-functions impose the scattering equations,

Si ⌘
X

j,i

sij

(zi�zj )
= 0, (2.3)

localizing the integration to simply a sum over the (n � 3)! solutions to {Si = 0}; also
appearing in the integration measure (2.1) is the reduced Pfa�an 2 of the matrix  (that
is, the Pfa�an of  ij

ij , obtained by deleting rows and columns i , j from  ),

Pf 0 ⌘ (�1)i+j
(zi�zj )

Pf
�
 ij
ij

�
, where  ⌘

 
A �CT

C B

!
, (2.4)

where the components of  are given by the matrices,

Ai,j ⌘
sij

(zi�zj )
, Bi,j ⌘

✏i j

(zi�zj )
, Ci,j ⌘

(✏i·kj)
(zi�zj )

,

Ai=j ⌘ 0, Bi=j ⌘ 0, Ci=j ⌘ �
X

l,i

(✏i·kl)
(zi�zl )

.
(2.5)

for which sij ⌘2ki ·kj and ✏i j ⌘✏i ·✏j .
2Interestingly, we can here report on one further refinement; one has always the freedom to pick a

di↵erent Pfa�an reduction for each occurring product of contracted polarisation vectors in the amplitude.
Although not employed here, this observation can be used to favour certain CHY integrations when
deriving amplitude results.
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Definition of Pfaffian 

One	  has	  	  

Generic	  integrand	  mul8-‐linear	  in	  polariza8ons:	  
	  

4pt	  :	  8	  x	  8	  matrix	  	  	  	  	  	  	   	  reduc8on	  	  à	  	  	  Pfaffian	  of	  6	  x	  6	  matrix	  
5pt	  :	  10	  x	  10	  matrix	  	  	   	  reduc8on	  	  à	  	  	  Pfaffian	  of	  8	  x	  8	  matrix	  
N-‐pt	  :	  2N	  x	  2N	  matrix	  	  reduc8on	  	  à	  	  	  Pfaffian	  of	  2(N-‐1)x2(N-‐1)	  matrix	  

(n − 3)! {Si = 0}

Ψ Ψij
ij i , j Ψ

′Ψ ≡ (−1)i+j

(zi−zj)
(
Ψij

ij

)
, Ψ ≡

(
A −CT

C B

)
,

Ψ

Ai!j ≡
sij

(zi−zj)
, Bi!j ≡

ϵi j

(zi−zj)
, Ci!j ≡

(ϵi·kj)
(zi−zj)

,

Ai=j ≡ 0, Bi=j ≡ 0, Ci=j ≡ −
∑

l!i

(ϵi·kl)
(zi−zl)

.

sij ≡2ki ·kj ϵi j ≡ϵi ·ϵj

C

− (ϵi·kl)
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=
(ϵi·kl)
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+
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(za−zi )(zi−zl)

i ! a,

C

Cii =
∑
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(za−zi )
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(ϵi·kl)(zl−za)
(za−zi )(zi−zl)
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(ϵi ·ki)
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⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
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C

e.g . n
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�
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Gluon integrands from Pfaffian 

For	  example	  at	  4pt	  we	  have	  e.g.	  two	  types	  of	  terms:	  
	  
	  
	  
	  
	  
	  
	  
Two	  observa8ons:	  	  

	  1)	  mul8-‐linearity	  always	  automa8cally	  sa8sfied	  
	  2)	  integra8ons	  follow	  contrac8ons	  

✏13✏24s 34

(�z1 + z3)(�z2 + z4)(�z3 + z4)
✏12(✏3·k1)(✏4·k1)

(�z1 + z2)(�z1 + z3)(�z1 + z4)



Obstacles 
New terms to deal with: 

l  Integrands: scalar type (only double or single lines 
everywhere): can be immediately integrated using the 
rules 

 

l  Integrand: ‘tuple type’ (they have for example a triple line 
or a cluster of double lines in a corner). Such integrands 
cannot be immediately integrated using the scattering eq. 
rules. 

l  Not manifestly Mobius invariant integrands. They need 
rewriting (using momentum conservation) before they can 
be integrated. Some of such diagrams are tuple 
diagrams. ) 

but subsets should be considered equivalent to their complements.) The existence of a
problematic 2-tuple is always indicated by a triple-line in the diagrammatic representation
of the integrand.

A more intricate example of an integrand with problematic k-tuples would be the
following:

, (z1�z4)2
(z1�z2)3(z2�z3)(z3�z4)2(z4�z5)3(z5�z6)(z1�z6)2(z1�z3)(z4�z6)

.

This integrand has four problematic k-tuples: {1, 2}, {4, 5}, {1, 2, 3}, and {1, 2, 6}.
In the next section we will describe how integrands such as these with problematic k-

tuples can systematically be expanded using monodromy relations into a sum of integrands
without problematic k-tuples, allowing us to use the combinatorial rules of ref. [12] to
express the result of their integration analytically.

3. Integrand-Level Monodromy Relations and Reduction

As reviewed above, the two primary obstacles to obtaining analytic formulae for scat-
tering amplitudes using the scattering equation formalism are the non-manifest Möbius-
invariance of individual terms—solved in our refined formulation—and the appearance
of integrands such as (2.10) that have problematic k-tuples. To illustrate this, let us
consider the terms that appear in the (refined) CHY representation of the 4-particle tree-
amplitude. Using (2.1) with C defined according to (2.8), picking {i , j}= {1, 2} for the
projection to the reduced Pfa�an, and extracting the coe�cients of cyclic classes, the
amplitude is expressed as follows,
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Dealing with diagonal terms in C 

l  We start with contributions that are of the mobius violating type: 

l  Now we can use partial fractioning identities to write 

by momentum  

conservation 

 

2. Review and Refinement of CHY and String Amplitudes

In this section, we rapidly review the CHY and string theory representations of ampli-
tudes in Yang-Mills theory, and briefly discuss the obstacles to analytic integration of the
formulae that result. But prior to doing so, we must first refine the CHY representation
in order make it manifestly Möbius-invariant term-by-term.

In the scattering equation formalism, the n-point gluon amplitude in Yang-Mills can
be represented as follows [4–6],

An ⌘ (�1)ün/2†
Z
⌦CHY

Pf 0 (zi )
(z1�z2)(z2�z3) · · · (zn�z1)

, (2.1)

where the integration measure ⌦CHY (which includes the scattering equation constraints)
is given by:

⌦CHY ⌘
dnz

vol(SL(2))

Y

i

0�(Si ) ⌘ (zr�zs )2(zs�zt)2(zt�zr )2
Y

i 2⁄n\{r , s, t}
dzi �(Si ) , (2.2)

where the �-functions impose the scattering equations,

Si ⌘
X

j,i

sij

(zi�zj )
= 0, (2.3)

localizing the integration to simply a sum over the (n � 3)! solutions to {Si = 0}; also
appearing in the integration measure (2.1) is the reduced Pfa�an 2 of the matrix  (that
is, the Pfa�an of  ij

ij , obtained by deleting rows and columns i , j from  ),

Pf 0 ⌘ (�1)i+j
(zi�zj )

Pf
�
 ij
ij

�
, where  ⌘

 
A �CT

C B

!
, (2.4)

where the components of  are given by the matrices,

Ai,j ⌘
sij

(zi�zj )
, Bi,j ⌘

✏i j

(zi�zj )
, Ci,j ⌘

(✏i·kj)
(zi�zj )

,

Ai=j ⌘ 0, Bi=j ⌘ 0, Ci=j ⌘ �
X

l,i

(✏i·kl)
(zi�zl )

.
(2.5)

for which sij ⌘2ki ·kj and ✏i j ⌘✏i ·✏j .
2Interestingly, we can here report on one further refinement; one has always the freedom to pick a

di↵erent Pfa�an reduction for each occurring product of contracted polarisation vectors in the amplitude.
Although not employed here, this observation can be used to favour certain CHY integrations when
deriving amplitude results.
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While correct, this representation does not provide a manifestly Möbius-invariant
integrand for the amplitude because of the diagonal terms of the matrix C : these terms
are not of uniform (nor correct) weight under Möbius transformations. This problem can
be solved as follows. Let us make use of the (partial-fraction) identity,

� (✏i·kl)
(zi�zl )

=
(✏i·kl)
(za�zi )

+
(✏i·kl)(zl�za)
(za�zi )(zi�zl )

for i , a, (2.6)

to re-write the diagonal terms of the C -matrix,

Cii =
X

l,i

 
(✏i·kl)
(za�zi )

+
(✏i·kl)(zl�za)
(za�zi )(zi�zl )

!
)

X

l,i ,a

(✏i·kl)(zl�za)
(za�zi )(zi�zl )

. (2.7)

Here, the RHS follows from gauge-invariance (and momentum conservation)—as the sum
of the first terms is always proportional to (✏i·ki). Because the terms on the RHS have
uniform weight of z�2i under modular transformations, the reduced Pfa�an is guaranteed
to be term-wise Möbius invariant. Thus, and for the sake of concreteness, we can replace
the diagonal elements of the C -matrix by, for example,

Cii )

8>>>>>>><>>>>>>>:

nX

l=3

(✏1·kl)(zl�z2)
(z2�z1)(z1�zl )

, i = 1 ,

X

l <{1, i}

(✏i·kl)(zl�z1)
(z1�zi )(zi�zl )

, i > 1 .
(2.8)

Throughout the rest of this work, whenever we speak of ‘the’ terms in the CHY repre-
sentation of the amplitude, we have made use of this form of the diagonal entries of the
C -matrix—rendering the CHY representation term-wise, manifestly Möbius-invariant.

Another way to compute pure Yang-Mills field theory amplitudes is provided by su-
perstring theory—see, e.g ., ref. [1]. Here the n-point field theory amplitude can be
computed as the leading in ↵ 0 contribution of a set of ordered integrations as follows:

An= lim
↵ 0!0

↵ 0(n�4)/2
Z n�1Y

i=3

dzi
(z1�z2)(z2�zn)(zn�z1)Qn

i=1(zi�zi+1)

Z
dn✓ dn'

Y

i<j

(zi � zj � ✓i✓j )↵
0si j

⇥
Y

i<j

exp
266664
p
2↵ 0(✓i �✓j )

�
'i (✏i·kj) +'j (✏i·kj)

�
(zi�zj )

�
'i'j✏i j

(zi�zj )
�
✓i✓j'i'j✏i j

(zi�zj )2
#

The auxiliary Grassmann integrations over 'i and ✓i automatically impose the multi-
linearity condition on the amplitude in terms of the external polarization vectors ✏µj , just
like the Pfa�an does in the CHY prescription. Explicit examples of using string theory
to compute Yang-Mills amplitudes, including all the stringy corrections proportional to
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l  Now such diagrams will have numerator contributions but are still 
possible to compute using the basic scalar rules. Basically a 
numerator factor is like a denominator factor but counts as -1. 

l  We can consider 

Dealing with diagonal terms in C 

either nested or disjoint—except for the following three overlapping sets:

{1, 2} overlaps with {2, 3}

{10, 11} overlaps with {11, 12}, and

{4, 5, 6} overlaps with {5, 6, 7}.

This leaves 23 di↵erent ways of combining 9 compatible subsets. Summing over the
corresponding products of propagators we get the final result:

 
1

s23
+

1

s12

!
1

s56

1

s89

 
1

s10 11
+

1

s11 12

!
1

s123

 
1

s456
+

1

s567

!
1

s10 11 12

1

s4567

1

s12389
. (57)

As mentioned, there are also cases where the integration rules can be applied to
integrands with non-trivial numerators—provided, as before, that the integral has
no higher order poles. Because the presence of factors in the numerator forces the
denominator to have more factors than otherwise in order for the integral to retain
Möbius invariance, integrands with numerators will in most cases have higher order
poles. But those that do not can readily be evaluated with the integration rules
of this paper. One merely counts dotted lines as negative solid lines; they carry
negative weight.

To illustrate, consider a CHY integral with

H(z) =
(z2�z6)

(z1�z2)2(z1�z6)2(z2�z3)2(z2�z4)(z3�z4)(z3�z5)(z4�z5)(z4�z6)(z5�z6)2 ,
(58)

which can be represented by the following diagram:

(59)

27
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(59)
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To evaluate the integral we first enumerate the subsets of points with net (2 times
the number of points minus 2) lines connecting them:

{1, 2}

{1, 6}

{2, 3}

{5, 6}

9>>>>>>=>>>>>>;
two points, two lines (60)

{1, 2, 3}

{2, 3, 4}

9>=>; three vertices, four lines (61)

The points {1, 2, 6} are connected by four normal lines, but the dotted line counts
minus one, so this subset does not make it to the list. Of the subsets that are on
the list, we can form the following four maximal groups of compatible subsets:

{1, 2}, {5, 6}, {1, 2, 3} (62)

{1, 6}, {2, 3}, {2, 3, 4} (63)

{2, 3}, {5, 6}, {1, 2, 3} (64)

{2, 3}, {5, 6}, {2, 3, 4} (65)

We conclude that the integral is given by:

 
1

s12
+

1

s23

!
1

s56s123
+

 
1

s16
+

1

s56

!
1

s23s234
. (66)

This shows how straightforward it is to apply our rules to integrands with non-trivial
numerators.

6 Including a Pfa�an: Integration Rules for '4-
theory

Recently, Cachazo, He and Yuan [15] have demonstrated how '4-theory can be
treated in the scattering equation formalism. Using dimensional reduction of Yang-
Mills theory with the compactified gauge bosons taking on the role of scalars, they
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l  Now such diagrams will have numerator contributions but are still 
possible to compute using the basic scalar rules. Basically a 
numerator factor is like a denominator factor but counts as -1. 

l  We can consider 

Dealing with diagonal terms in C 

either nested or disjoint—except for the following three overlapping sets:

{1, 2} overlaps with {2, 3}

{10, 11} overlaps with {11, 12}, and

{4, 5, 6} overlaps with {5, 6, 7}.

This leaves 23 di↵erent ways of combining 9 compatible subsets. Summing over the
corresponding products of propagators we get the final result:
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As mentioned, there are also cases where the integration rules can be applied to
integrands with non-trivial numerators—provided, as before, that the integral has
no higher order poles. Because the presence of factors in the numerator forces the
denominator to have more factors than otherwise in order for the integral to retain
Möbius invariance, integrands with numerators will in most cases have higher order
poles. But those that do not can readily be evaluated with the integration rules
of this paper. One merely counts dotted lines as negative solid lines; they carry
negative weight.
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Dealing with tuple diagrams 
l  Here the link to string theory will be important. We will consider 

integrals in the scattering equation formalism such as 

l  We will sometimes for convenience focus on the outer rim which we 
will denote 

present a systematic solution to this problem. But before doing so, let us first review
the obstructions that arise for more general integrands—and how we can represent these
diagrammatically.

2.1 Graphical Representations of Integrands and Obstacles to Integration
We can represent any CHY/string-theory integrand H(z) constructed as products of
factors of the form (zi�zj ) graphically as a multi-graph with solid lines indicating factors
that appear in the denominator (with multiplicity), and with dashed lines indicating
factors in the numerator (with multiplicity). For example,

, (z1�z4)
(z1�z2)2(z2�z3)2(z3�z4)2(z4�z5)2(z5�z6)(z1�z6)2(z1�z5)(z4�z6)

.

To be completely clear throughout this work, we will always use the convention that every
link (ij), (zi�zj ) that appears in the graph is taken to be ordered, with i < j . Thus, when
we find it useful later on to discuss ‘Parke-Taylor’-like factors 1/((z1�z2) · · · (zn�z1)), the
reader should bear in mind that this would be represented graphically with a minus sign:
e.g.,

, 1
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Dealing with tuple diagrams 
l  The integrations we will consider how to deal with will be of the form: 

Here we have problems in lines: 

Now we in the following in a systematic way see how to deal with such 
integrals. Here the ‘link’ to string theory is useful, i.e.: 

but subsets should be considered equivalent to their complements.) The existence of a
problematic 2-tuple is always indicated by a triple-line in the diagrammatic representation
of the integrand.

A more intricate example of an integrand with problematic k-tuples would be the
following:
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In the next section we will describe how integrands such as these with problematic k-

tuples can systematically be expanded using monodromy relations into a sum of integrands
without problematic k-tuples, allowing us to use the combinatorial rules of ref. [12] to
express the result of their integration analytically.

3. Integrand-Level Monodromy Relations and Reduction

As reviewed above, the two primary obstacles to obtaining analytic formulae for scat-
tering amplitudes using the scattering equation formalism are the non-manifest Möbius-
invariance of individual terms—solved in our refined formulation—and the appearance
of integrands such as (2.10) that have problematic k-tuples. To illustrate this, let us
consider the terms that appear in the (refined) CHY representation of the 4-particle tree-
amplitude. Using (2.1) with C defined according to (2.8), picking {i , j}= {1, 2} for the
projection to the reduced Pfa�an, and extracting the coe�cients of cyclic classes, the
amplitude is expressed as follows,

A4 = ↵1 ✏12✏34 + ↵2 ✏13✏24 + �1 ✏12 + �2 ✏13 + cyclic, (3.1)

where the coe�cients are given by:

↵1 ⌘ s12 , ↵2 ⌘ �s12 ,

�1 ⌘ (✏3·k2)(✏4·k1) � (✏3·k1)(✏4·k2) ,

�2 ⌘ �(✏2·k3)(✏4·k1) � (✏2·k1)(✏4·k3) .

(3.2)
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powers of ↵ 0 can be found in [1] and in the impressive work by Medina, Brandt and
Machado [23] (at 5-point), and by Oprisa and Stieberger [24] (at 6-point). Once the
Grassmann integrations have been performed, we are left with bosonic integrands with
poles in the zi variables. Using integration by parts identities a bosonic integrand written
solely in terms of single poles can be recovered [21]. Inserting the CHY �-function
constraints into such a superstring integrand and taking the ↵ 0 ! 0 limit one precisely
recovers the CHY prescription [4–6] for Yang-Mills theory. An alternative, string-like
derivation of the CHY formalism uses the ambitwistor string [25–29].

In ref. [12], this match between ordered string theory integrations and the CHY
prescription was exploited in several ways. It is instructive to see why certain string theory
integration rules do not immediately carry over to CHY-type integrals, while others do.
Let us start with string theory and the following generic '3-type integral over ordered
variables,

In= lim
↵ 0!0

↵ 0n�3
Z n�1Y

i=3

dzi (z1�z2)(z2�zn)(zn�z1)
Y

1i<jn
`zi � zj `↵

0sijH(z) , (2.9)

where H(z) consists of products of factors (zi �zj )�` such that the whole integrand is
SL(2)-invariant. Depending on the form of H(z), the integral above, with the prefactor
(↵ 0)n�3, may or may not be well defined. If the degree of divergence of the integral itself is
stronger than (↵ 0)3�n as ↵ 0 ! 0 the evaluation of In will require analytic continuation. In
ref. [12] such integrals were not considered. This is su�cient to provide, for example, all
integration rules for scalar '3-theory. Tellingly, it is precisely these “simpler” string theory
integrals for which compact integration rules can be formulated and for which there is
one-to-one translation table to CHY integrals, where the corresponding integrals instead
are evaluated by means of the global residue theorem. When we turn to Yang-Mills theory
in the CHY formalism a more general set of integrals appear, and we need integration
rules for them. This is where monodromy provides a solution. By deforming contours in
string theory the analytic continuation can be performed in a systematic manner, relating
the result to string theory integrations that do not require analytic continuation. The
latter can immediately be transcribed into alternative CHY representations of the original
integrals, now with the bonus that the standard integration rules apply.

Although the integration rules derived in ref. [12] are very powerful and exhaust all
integrals that arise for '3-theory, certain integrations that arise in the CHY formulation
of Yang-Mills theory are not covered by these rules. In string theory, those integrals are
not well-defined for ↵ 0 near the origin, requiring analytical continuation. This makes
it more complicated to deduce proper integration rules, and interestingly this is true
also in the CHY formalism. Steps have recently been taken towards the formulation
of such generalized CHY integration rules in refs. [15, 16]. In the next section we will

– 6 –



4 point gluon amplitudes 
l  We will start with the four point gluon amplitude to illustrate the 

procedure. What we do here will extend to higher points. 

l  For the four amplitude we have the following decomposition: 

l  From working out the Pfaffian we have 
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4 point gluon amplitudes 
l  Now we can use the scalar integration rules to write: 

l  So that 

l  However this diagram is a problem:  

Of these, all but ↵1 can be integrated immediately via the rules of ref. [12]:

= � 1

s12
, = � 1

s23
, = �

 
1

s12
+

1

s23

!
, (3.3)

from which we see that ↵2 =1,

�1 =
(✏3·k1)(✏4·k2)s23+(✏3·k2)(✏4·k1)s13

s12s23
, �2 =

(✏2·k1)(✏4·k3)s23+(✏2·k3)(✏4·k1)s12
s12s23

. (3.4)

While the CHY integrand appearing in the coe�cient ↵1 is Möbius invariant, it
cannot be integrated analytically according to the rules of ref. [12] because of the cubic
powers (z1�z2)3 and (z3�z4)3 appearing in the denominator (represented as triple lines in
the figure). As described above, these indicate the existence of the problematic 2-tuple
{1, 2}.

Let us now describe how monodromy relations of string theory can remedy this
situation—lowering the degree of poles in the diagram (2.10). The basic idea is a simple
one. Viewing the integrand (2.10) in string theory, monodromy tells us how to exchange
one integration region with another while carefully deforming the contour around branch
points. E↵ectively, this results in complex phases (determined by the Koba-Nielsen factor)
attached to the integrand:

0 =

0Z

�1

dzH(z)(�z)↵ 0s12(1 � z)↵ 0s23 (3.5)

+ e i↵
0s12

1Z

0

dz H(z)(z)↵
0s12(1 � z)↵ 0s23 + e i↵

0(s12+s23)

1Z

1

dz H(z)(z)↵
0s12(z � 1)↵ 0s23 .

Applied to the case of (2.10), this becomes the three-term identity:

0 = + e i↵
0s12 � e i↵

0(s12+s23) . (3.6)

(Here, the minus sign appearing in the relation above is really due to our convention for
how to order the denominators of the factors corresponding to the diagrams.) Such a
relation naturally splits up into real and imaginary parts [17, 30–32], yielding:

0 = + cos
�
↵ 0s12

�
� cos

�
↵ 0(s12+s23)

�
,

0 = sin
�
↵ 0s12

�
� sin

�
↵ 0(s12+s23)

�
.

(3.7)
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As reviewed above, the two primary obstacles to obtaining analytic formulae for scat-
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A4 = ↵1 ✏12✏34 + ↵2 ✏13✏24 + �1 ✏12 + �2 ✏13 + cyclic, (3.1)

where the coe�cients are given by:

↵1 ⌘ s12 , ↵2 ⌘ �s12 ,
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4 point gluon amplitudes 
l  Now we will use that we have a dual description in terms of string 

theory type integrations. At four points we can write: 

l  This gives for the type of integrand we are considering: 

Of these, all but ↵1 can be integrated immediately via the rules of ref. [12]:

= � 1

s12
, = � 1

s23
, = �

 
1

s12
+

1

s23

!
, (3.3)

from which we see that ↵2 =1,

�1 =
(✏3·k1)(✏4·k2)s23+(✏3·k2)(✏4·k1)s13

s12s23
, �2 =

(✏2·k1)(✏4·k3)s23+(✏2·k3)(✏4·k1)s12
s12s23

. (3.4)

While the CHY integrand appearing in the coe�cient ↵1 is Möbius invariant, it
cannot be integrated analytically according to the rules of ref. [12] because of the cubic
powers (z1�z2)3 and (z3�z4)3 appearing in the denominator (represented as triple lines in
the figure). As described above, these indicate the existence of the problematic 2-tuple
{1, 2}.

Let us now describe how monodromy relations of string theory can remedy this
situation—lowering the degree of poles in the diagram (2.10). The basic idea is a simple
one. Viewing the integrand (2.10) in string theory, monodromy tells us how to exchange
one integration region with another while carefully deforming the contour around branch
points. E↵ectively, this results in complex phases (determined by the Koba-Nielsen factor)
attached to the integrand:

0 =

0Z

�1

dzH(z)(�z)↵ 0s12(1 � z)↵ 0s23 (3.5)

+ e i↵
0s12

1Z

0

dz H(z)(z)↵
0s12(1 � z)↵ 0s23 + e i↵

0(s12+s23)

1Z

1

dz H(z)(z)↵
0s12(z � 1)↵ 0s23 .

Applied to the case of (2.10), this becomes the three-term identity:

0 = + e i↵
0s12 � e i↵

0(s12+s23) . (3.6)

(Here, the minus sign appearing in the relation above is really due to our convention for
how to order the denominators of the factors corresponding to the diagrams.) Such a
relation naturally splits up into real and imaginary parts [17, 30–32], yielding:

0 = + cos
�
↵ 0s12

�
� cos

�
↵ 0(s12+s23)

�
,

0 = sin
�
↵ 0s12

�
� sin

�
↵ 0(s12+s23)

�
.

(3.7)
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4 point gluon amplitudes 
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(NEJB, Damgaard, Vanhove; Stieberger) 
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4 point gluon amplitudes 
l  Now in the field theory limit we have: 

l  Thus we have the following simple expression for the four gluon 
amplitude: 

These identities are the analogs of KK [19] and BCJ [20] relations, respectively. Note that
the first relation (the real part) involves two diagrams both with triple lines. The identity
holds, of course; but it is not the one that will prove useful to us here. The relation
following from the imaginary part, however, is far more interesting: it relates a diagram
with a triple line (a problematic 2-tuple) to one without. As we are only interested in the
leading contribution as ↵ 0!0, this identity becomes,

=
s12+s23
s12

= �s12+s23
s212

=
s13

s212
. (3.8)

Using this, we see that ↵1 given in (3.2) is simply equal to s13/s12. Thus, we have
found analytic expressions for all the terms needed to express the amplitude. Putting
everything together, we have:

A4 =
f
✏13✏24 +

1

s12

⇣
✏12✏34s13 +✏12

�
(✏3·k1)(✏4·k2) + (✏3·k2)(✏4·k1)

�
+✏13(✏2·k1)(✏4·k3)

⌘

+
1

s23

⇣
✏12(✏3·k2)(✏4·k1) +✏13(✏2·k3)(✏4·k1)

⌘g
+ cyclic.

(3.9)

Going to higher multiplicity, the terms generated in the CHY representation increas-
ingly involve problematic k-tuples. For n=5, for example, a direct expansion of the CHY
representation (2.1) (using the refined C -matrix and projecting to the reduced Pfa�an
with {i , j} = {1, 2}—for the sake of concreteness) generates an expansion involving 26
distinct CHY integrals to evaluate. Of these, 17 are free of problematic k-tuples and
therefore can be integrated directly using the tools of ref. [12]. The diagrams that have
problematic k-tuples include, for example,

(3.10)

Like for n=4, the only problematic k-tuples are 2-tuples when n=5 (simply because
subsets are considered equivalent to their complements). Thus, we should be able to use
the same strategy as above to compute such terms analytically.

3.1 Systematic Elimination of Problematic 2-Tuples

Let us now describe how problematic 2-tuples can be systematically eliminated through
a natural generalization of the identity (3.5). This will allow us to analytically integrate
all the terms appearing the 5-particle amplitude.
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Higher point gluon amplitudes 
l  At higher point we of course get more problematic tuples as well. For 

example at 5 point we have: 

l  Using the notation: 
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In order to describe the generalization of (3.5) to higher multiplicity, it will be useful
to define the notation

PT (1, 2, ... , n) ⌘ 1

(z1�z2)(z2�z3)(z3�z4) · · · (zn�z1)
, (3.11)

(motivated by analogy to the structure of the Parke-Taylor amplitude, [33]). In the CHY
representation of Yang-Mills amplitudes (2.1), every term in the n-particle amplitude is
manifestly proportional to PT (1, ... , n). But introducing this notation here will allow us
to deal with more general Hamiltonian cycles appearing in the integrands in which we are
interested.

It is not hard to see that the generalized BCJ-type identity (the imaginary part of
the basic monodromy relation (3.5)—at leading order in ↵ 0) is the identity:

0 = s12PT (1, 2, ... , n) +
n�1X

k=3

(s12+s2(3···k))PT (1, ... , k , 2, k+1, ... , n). (3.12)

Here, we have introduced the notation sa(b···c)⌘ sab + ... + sac for the sake of concision.
(Just to be clear, this is not an ‘identity’ among CHY integrands, but an identity after

integration against the scattering equation constraints.) We will give an alternate, direct
proof of this identity in Appendix B. Dividing by the Parke-Taylor pre-factor in the leading
term of (3.12), we can re-write this identity in terms of cross-ratios constructed from the
zi ’s:

1 = �
n�1X

k=3

 
s12+s2(3···k)

s12

!
(z1�z2)(z2�z3)(zk�zk+1)

(z1�z3)(zk�z2)(z2�zk+1)
. (3.13)

Importantly, multiplication of any CHY integrand by (3.13) will result in sum of
integrands with a reduced power of (z1�z2) appearing in the denominator. For example,
an integrand with the problematic 2-tuple {1, 2} (corresponding to a factor of 1/(z1�z2)3)
will be expanded into a sum of terms proportional to 1/(z1�z2)2—free of the problematic
2-tuple. Thus, the identity systematically eliminates the problematic 2-tuple {1, 2}. This
motivates us to label this identity as follows:

Id{1,2} ⌘ �
n�1X

k=3

⇣ s12 + s2(3···k)
s12

⌘PT (1, ... , k , 2, k+1, ... , n)

PT (1, 2, ... , n)
= 1. (3.14)

(Strictly speaking, this identity also depends on an overall cyclic ordering—through the
appearance of PT (1, 2, ... , n) in the denominator of (3.14). However, any permutation
� 2Sn of labels (1, 2, ... , n)! (�1,�2, ... ,�n) such that {1, 2}⇢ {�1,�2} would achieve
the elimination of the bad 2-tuple {1, 2}. Usually there is a natural choice for the cyclic
ordering as every graph (including those generated by multiple iterations of identities
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Higher point gluon amplitudes 
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higher points (2 – tuple identity) 

l  Or 

l  So that we e.g. have 
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such as (3.14)) will involve a Parke-Taylor prefactor; when this is the case, use of this
identity will not generate any new factors in the numerator. In our examples below, the
‘natural’ ordering will always be taken.)

This notation should be fairly intuitive: for any CHY integration with a problematic
2-tuple ⌧, multiplication by Id⌧ will result in a sum of terms without the problematic 2-
tuple. This can be done iteratively, leading to a systematic elimination of all problematic
2-tuples, allowing us to obtain analytic expressions for these terms using the integration
rules of ref. [12].

As described above, for n = 5 the only possible bad k-tuples are 2-tuples. Thus,
the procedure described above should su�ce to systematically evaluate terms such as
those in (3.10)—examples relevant to the 5-particle amplitude. The first of the examples
in (3.10) contains only a single problematic 2-tuple—namely, {4, 5}. Thus, it can be
evaluated by a single application of Id{4,5}:

Id{4,5} =
s45+s15
s45

+
s45+s(12)5

s45

=
1

s245

 
s45+s15
s23

� s35
s12

!
.

(3.15)

(We remind the reader that any unusual signs appearing above follow from the convention
that all the links (ij), (zi�zj ) that appear in the graph are ordered: i < j .)

The other two examples are more involved, as each has two distinct problematic
2-tuples. Nevertheless, repeated application of the identity (3.14) will always result in an
expansion into terms without problematic 2-tuples. For the first, we find:

Id{4,5}Id{1,2} = �
s(12)3s(34)5

s12s45
�
s(12)3s25

s12s45
� s25
s12

=
s(12)3

s12s13s45

 
s13s(34)5

s12s45
� s25
s45

+
s25
s12

!
. (3.16)

And for the last example of (3.10), we have:

Id{5,1}Id{3,4} =
s1(25)s4(35)

s15s34
�
s1(25)s24

s15s34
� s14
s15

=
1

s15s34

 
s1(25)s4(35)

s12s34
�
s1(25)s24

s15s34
�
s3(24)s14

s15s23

!
. (3.17)
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In order to describe the generalization of (3.5) to higher multiplicity, it will be useful
to define the notation

PT (1, 2, ... , n) ⌘ 1

(z1�z2)(z2�z3)(z3�z4) · · · (zn�z1)
, (3.11)

(motivated by analogy to the structure of the Parke-Taylor amplitude, [33]). In the CHY
representation of Yang-Mills amplitudes (2.1), every term in the n-particle amplitude is
manifestly proportional to PT (1, ... , n). But introducing this notation here will allow us
to deal with more general Hamiltonian cycles appearing in the integrands in which we are
interested.

It is not hard to see that the generalized BCJ-type identity (the imaginary part of
the basic monodromy relation (3.5)—at leading order in ↵ 0) is the identity:

0 = s12PT (1, 2, ... , n) +
n�1X

k=3

(s12+s2(3···k))PT (1, ... , k , 2, k+1, ... , n). (3.12)

Here, we have introduced the notation sa(b···c)⌘ sab + ... + sac for the sake of concision.
(Just to be clear, this is not an ‘identity’ among CHY integrands, but an identity after

integration against the scattering equation constraints.) We will give an alternate, direct
proof of this identity in Appendix B. Dividing by the Parke-Taylor pre-factor in the leading
term of (3.12), we can re-write this identity in terms of cross-ratios constructed from the
zi ’s:

1 = �
n�1X

k=3

 
s12+s2(3···k)

s12

!
(z1�z2)(z2�z3)(zk�zk+1)

(z1�z3)(zk�z2)(z2�zk+1)
. (3.13)

Importantly, multiplication of any CHY integrand by (3.13) will result in sum of
integrands with a reduced power of (z1�z2) appearing in the denominator. For example,
an integrand with the problematic 2-tuple {1, 2} (corresponding to a factor of 1/(z1�z2)3)
will be expanded into a sum of terms proportional to 1/(z1�z2)2—free of the problematic
2-tuple. Thus, the identity systematically eliminates the problematic 2-tuple {1, 2}. This
motivates us to label this identity as follows:

Id{1,2} ⌘ �
n�1X

k=3

⇣ s12 + s2(3···k)
s12

⌘PT (1, ... , k , 2, k+1, ... , n)

PT (1, 2, ... , n)
= 1. (3.14)

(Strictly speaking, this identity also depends on an overall cyclic ordering—through the
appearance of PT (1, 2, ... , n) in the denominator of (3.14). However, any permutation
� 2Sn of labels (1, 2, ... , n)! (�1,�2, ... ,�n) such that {1, 2}⇢ {�1,�2} would achieve
the elimination of the bad 2-tuple {1, 2}. Usually there is a natural choice for the cyclic
ordering as every graph (including those generated by multiple iterations of identities
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Higher point gluon amplitudes 
l  Similarly we can consider 

such as (3.14)) will involve a Parke-Taylor prefactor; when this is the case, use of this
identity will not generate any new factors in the numerator. In our examples below, the
‘natural’ ordering will always be taken.)

This notation should be fairly intuitive: for any CHY integration with a problematic
2-tuple ⌧, multiplication by Id⌧ will result in a sum of terms without the problematic 2-
tuple. This can be done iteratively, leading to a systematic elimination of all problematic
2-tuples, allowing us to obtain analytic expressions for these terms using the integration
rules of ref. [12].

As described above, for n = 5 the only possible bad k-tuples are 2-tuples. Thus,
the procedure described above should su�ce to systematically evaluate terms such as
those in (3.10)—examples relevant to the 5-particle amplitude. The first of the examples
in (3.10) contains only a single problematic 2-tuple—namely, {4, 5}. Thus, it can be
evaluated by a single application of Id{4,5}:

Id{4,5} =
s45+s15
s45

+
s45+s(12)5

s45

=
1

s245

 
s45+s15
s23

� s35
s12

!
.

(3.15)

(We remind the reader that any unusual signs appearing above follow from the convention
that all the links (ij), (zi�zj ) that appear in the graph are ordered: i < j .)

The other two examples are more involved, as each has two distinct problematic
2-tuples. Nevertheless, repeated application of the identity (3.14) will always result in an
expansion into terms without problematic 2-tuples. For the first, we find:
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Generalizations and higher point gluon 
amplitudes 
l  For 2-tuples the identities before are fine but for diagrams like 

we need yet another generalization. Here again ‘monodromy’ guides the 
way. Here we have identities like 

where here, H is defined to be the set of shu✏es excluding the identity. This leads to
the new set of monodromy relations, naturally generalizing those defined in (3.14):

Id{1,...,k}⌘
�1

PT (1, ... , n)s1···k

X

� 2
�
{2, ... , k}H{k+1, ... , n -1}

�PT (1,�1, ... ,�n -2, n)
⇣
s1···k +

X

{i , j}`�i >�j

s�i �j
⌘
=1. (3.21)

As before, it is easy to see that application of Id⌧ will eliminate any problematic
k-tuple ⌧. To illustrate the use of these generalized monodromy relations, consider the
evaluation of a contribution to the 6-point amplitude with a single problematic 3-tuple
{1, 2, 3}: through multiplication by Id{1,2,3} we find,

=
s123+s34
s123

+
s123+s3(45)

s123
+
s123+s(23)4

s123

�
s123+s24+s3(45)

s123
+
s123+s(23)(45)

s123
(3.22)

= � 1

s2123

 
s123+s34
s12s56

+
s123+s3(45)
s12s45

+
s123+s(23)4
s23s56

+
s123+s(23)(45)

s23s45

!
.

(Notice that the fourth term in the expansion above vanishes upon integration.) Similar
reduction procedures exist for every integrand that we have checked—generating all terms
necessary for amplitudes through 8 particles. For the sake of reference, we provide a
complete analytic representation of the 6-particle amplitude in Appendix A.2.

4. Conclusions

In this paper, we have proposed a systematic algorithm to eliminate problematic k-tuples
by integrand-level monodromy relations, which hold only at the support of scattering
equations. After we have properly rewritten the diagonal entries of the C -matrix to
express the CHY representation in a manifestly modular-invariant form and expanding
each term into those without problematic k-tuples, we can use the integration rules given
in [12–14] to obtain a analytic formulae for each term in the CHY representation of Yang-
Mills amplitudes. It is obvious that our method can be used in any theory represented in
the scattering equation formalism, including gravity.

One interesting aspect of this representation of Yang-Mills amplitudes is the fol-
lowing. Upon expanding the Pfa�an, we find a sum of CHY integrands dressed with
proper kinematic factors sij . Although some CHY integrands could produce higher order
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In these examples involving multiple iterations of identities, the expressions above
should be understood somewhat suggestively: after applying Id{1,2} to the example in
(3.16), each term generated will have a di↵erent ‘preferred’ Parke-Taylor ordering—and
hence, di↵erent preferred orderings for the subsequent application of Id{4,5}. Moreover,
not all the terms generated by application Id{1,2} require further expansion: the rightmost
term in the first line of (3.16) is already free of problematic 2-tuples and hence can be
directly integrated analytically.

We have made use of the general identity (3.14) to evaluate every term generated
in the CHY representation of the 5-particle amplitude. The explicit result has been given
in Appendix A.1.

Beyond n = 5, however, integrands can involve higher-order problematic k-tuples.
In general, the terms in the n-point amplitude can have problematic tuples with k 
ün/2†. Thus, the identities (3.14) require generalization. Conveniently, the obvious
generalization—to BCJ-like identities with higher-order shu✏es—works. We now describe
how this works in detail.

3.2 General Monodromy Reductions: Eliminating Problematic k-Tuples

The complete generalization of the monodromy relations (3.12) can be written in the
following way:3

0 =
X

� 2
�
{2, ... , k} {k+1, ... , n -1}

�PT (1,�1, ... ,�n -2, n)
⇣
s1···k +

X

{i , j}`�i >�j

s�i �j
⌘
. (3.18)

Here, {2, ... , k} {k+1, ... , n -1} denotes the set of all ‘shu✏es’ of the sets {2, ... , k}
and {k+1, ... , n -1}—that is, all permutations that preserve the relative ordering of the
sets. It may be useful to give a concrete example. When n=6 and k =3, (3.18) becomes
the BCJ-like identity:

0 = PT (1,2,3,4,5,6)s123+PT (1,2,4,3,5,6)(s123+s34)

+PT (1,2,4,5,3,6)(s123+s3(45))+PT (1,4,2,3,5,6)(s123+s(23)4)

+PT (1,4,2,5,3,6)(s123+s(23)4+s35)+PT (1,4,5,2,3,6)(s123+s(23)(45)).

(3.19)

Because we are always interested in using these identities to eliminate one of the
terms (that involving the identity element of the shu✏e), it is natural to rewrite (3.18)
slightly as follows:

0 = s1···kPT (1, 2, ... , n) +
X

� 2
�
{2, ... , k}H{k+1, ... , n -1}

�PT (1,�1, ... ,�n -2, n)
⇣
s1···k +

X

{i , j}`�i >�j

s�i �j
⌘
, (3.20)

3A derivation of the relation can be found in [34].
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Generalizations and higher point gluon 
amplitudes 
l  This can be written as 

l  Giving the following tuple identity 

l  Now such identities provide the remaining problematic diagrams.   
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where here, H is defined to be the set of shu✏es excluding the identity. This leads to
the new set of monodromy relations, naturally generalizing those defined in (3.14):

Id{1,...,k}⌘
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X
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⌘
=1. (3.21)

As before, it is easy to see that application of Id⌧ will eliminate any problematic
k-tuple ⌧. To illustrate the use of these generalized monodromy relations, consider the
evaluation of a contribution to the 6-point amplitude with a single problematic 3-tuple
{1, 2, 3}: through multiplication by Id{1,2,3} we find,

=
s123+s34
s123

+
s123+s3(45)

s123
+
s123+s(23)4

s123

�
s123+s24+s3(45)

s123
+
s123+s(23)(45)

s123
(3.22)

= � 1

s2123

 
s123+s34
s12s56

+
s123+s3(45)
s12s45

+
s123+s(23)4
s23s56

+
s123+s(23)(45)

s23s45

!
.

(Notice that the fourth term in the expansion above vanishes upon integration.) Similar
reduction procedures exist for every integrand that we have checked—generating all terms
necessary for amplitudes through 8 particles. For the sake of reference, we provide a
complete analytic representation of the 6-particle amplitude in Appendix A.2.

4. Conclusions

In this paper, we have proposed a systematic algorithm to eliminate problematic k-tuples
by integrand-level monodromy relations, which hold only at the support of scattering
equations. After we have properly rewritten the diagonal entries of the C -matrix to
express the CHY representation in a manifestly modular-invariant form and expanding
each term into those without problematic k-tuples, we can use the integration rules given
in [12–14] to obtain a analytic formulae for each term in the CHY representation of Yang-
Mills amplitudes. It is obvious that our method can be used in any theory represented in
the scattering equation formalism, including gravity.

One interesting aspect of this representation of Yang-Mills amplitudes is the fol-
lowing. Upon expanding the Pfa�an, we find a sum of CHY integrands dressed with
proper kinematic factors sij . Although some CHY integrands could produce higher order
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evaluation of a contribution to the 6-point amplitude with a single problematic 3-tuple
{1, 2, 3}: through multiplication by Id{1,2,3} we find,

=
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!
.

(Notice that the fourth term in the expansion above vanishes upon integration.) Similar
reduction procedures exist for every integrand that we have checked—generating all terms
necessary for amplitudes through 8 particles. For the sake of reference, we provide a
complete analytic representation of the 6-particle amplitude in Appendix A.2.

4. Conclusions

In this paper, we have proposed a systematic algorithm to eliminate problematic k-tuples
by integrand-level monodromy relations, which hold only at the support of scattering
equations. After we have properly rewritten the diagonal entries of the C -matrix to
express the CHY representation in a manifestly modular-invariant form and expanding
each term into those without problematic k-tuples, we can use the integration rules given
in [12–14] to obtain a analytic formulae for each term in the CHY representation of Yang-
Mills amplitudes. It is obvious that our method can be used in any theory represented in
the scattering equation formalism, including gravity.

One interesting aspect of this representation of Yang-Mills amplitudes is the fol-
lowing. Upon expanding the Pfa�an, we find a sum of CHY integrands dressed with
proper kinematic factors sij . Although some CHY integrands could produce higher order
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Five and six point amplitudes 

l  Through the new techniques we can now expand the Pfaffian terms 
and just integrate the various contributions. 

l  Procedure works as follows: First one computes all basic scalar 
integrations, next all C diagonal terms are converted into Mobius 
invariant terms with possible tuples. 

l  Next all tuple diagrams are rewritten to basic scalar integrands via the 
monodromy type relations. 

l  This immediately provides results for five and six gluon amplitudes. 
l  Beyond six point, same procedure works – manipulations do become more 

complicated. 



What is learned   

l  We have seen that analytic expressions for gluon amplitudes can be 
directly written down using the integration rules as well as the 
monodromy prescription. 

l  This gives yet another method for computation of amplitudes in D-
dimensions. 

l  We will now see how the result can be refined so that we also can 
directly generate analytic results for BCJ numerators. 

l  Results can be compared to previous results in the literature from 
either analytic integration (Medina et al), or pure spinor results (Mafra, 
Schlotterer, Stieberger; Mafra, Schlotterer).   



Color-Kinematics Duality 

It follows from CHY that if we can expand 

 

Then the coefficients             are KK Jacobi BCJ 
numerators.  

This is required from demanding consistency of KLT 
squaring in the CHY formalism. 

Pf 0 =
X

�

n1,�,n ⇥ PT(1,�(2), ... ,�(n � 1), n)

n1,�,n



Color-Kinematics Duality 
The starting point is the directly computed integrand that arises from the 
Pfaffian. 

We have seen how to reduce the various contributions to integrands 
that can be readily integrated using the integration rules. 

New goal: to bring Pfaffian directly to the form:  

 

 

The reduction procedure will also be a very useful tool for many other 
integrands : i.e. reduction to single closed Hamiltonian cycles.  

Pf 0 =
X

�

n1,�,n ⇥ PT(1,�(2), ... ,�(n � 1), n)



Example 4 points 
l  Starting point is: 

we get: (reducing         with                          ) 

  



Thus we can finally reduce: 

So that we arrive 

 

 

And now 

Example 4 points 

The	  freedom	  in	  picking	  	  
reduc8ons	  can	  be	  used	  to	  	  
derive	  different	  numerator	  
decomposi8ons	  	  



A systematic algorithm for integrands 
Given the amplitudes considered the previous slides we can generate 
the following generic relation: 

 

 

 

That is any cycle A can (given two points a in A and b not in A) be 
written in the alternative form ‘left’ here the the KK type relations has 
been used: 

PT(a,A1,↵ ,A2) = (�1)`A2 `
X

�2A1 A2

PT(a,�,↵)

(Feature:	  monodromy	  type	  rewri8ng	  of	  terms	  important)	  	  



l  Starting point is a generic diagram with a number of disjoint cycles: 

l  Reducing a cycle A relative to points a and b gives two different cases 
after a reduction, depending on if      lies in the cycle same as b or in a 
different one: 

A systematic algorithm for integrands 

�



A systematic algorithm for integrands 
l  As we can easily verify: 

so only need to worry about type I.b.  

Terms type I.b will be of a 
type where two cycles are 
connected by a link, we will 
now consider reduction of 
such contributions. 



A systematic algorithm for integrands 
l  The starting point for reduction of diagrams of type II 

 

is a reduction of cycle A with respect to points a and b in the link: 

 

 

 

Again we characterize according to if    lies in same cycle as b, in 
another cycle, or in the link   . �

�



A systematic algorithm for integrands 
l  Now II.a and II.b are of same type as I.a and I.b 

Thus we will iterate to get fewer cycles. Only issue is II.c but it now 
contains a shorter link than the starting point type II, so it will always be 
possible reduce until no link exist.  

A systematic application of these reductions thus guaranties (after a 
finite number of steps) that we end up an integrand consisting of only 
single Hamiltonian cycles.       



Conclusion	  

•  Integra8on	  methods	  gives	  a	  clear	  path	  forward.	  	  

•  We	  can	  provide	  analy8c	  and	  covariant	  expressions	  in	  
many	  cases.	  	  

•  Useful	  tool	  for	  rewri8ng.	  

•  Another	  point:	  Use	  ‘string	  theory’	  for	  inspira8on	  to	  write	  
down	  CHY	  integrands.	  

•  Many	  new	  applica8ons	  for	  various	  CHY	  integrands.	  
(See	  e.g.	  Fu,	  Du,	  Huang	  and	  Feng)	  
	  

	  
	  

	  
	  



Conclusions 

Open	  ques8ons:	  
	  

•  Needed:	  beZer	  fundamental	  ‘mathema8cal’	  understanding	  of	  the	  
scaZering	  eq.	  formalism?	  

•  Ques8on:	  Can	  the	  map	  between	  string	  theory	  and	  the	  scaZering	  eq.	  
formalism	  and	  become	  more	  precise?	  	  

	  

(Mathema8cal	  iden8ty	  in	  a	  limit	  linking	  very	  different	  integrands…)	  
	  
	  

	  

	  
	  
lim
↵ 0!0

Z Y
dzi

f n�1Y

i=1

⇥[z�(i+1)�(i)]$
Q

n�3 �(Si )
z�(1)�(2) z�(2)�(3) ... z�(n)�(1)

g
⇥
Y

i<z

`zij `
↵ 0sij ⇥ H(z)

What	  is	  the	  precise	  mathema8cal	  	  
connec8on???	  



Conclusion	  

•  Method:	  A	  clear	  way	  forward	  for	  many	  different	  theories.	  
We	  can	  provide	  analy8c	  and	  covariant	  expressions.	  

•  Observa8on:	  solu8ons	  to	  the	  scaZering	  equa8ons	  not	  
very	  important.	  

•  Goal:	  extend	  analy8c	  methods	  to	  many	  other	  types	  of	  
theories	  

•  General	  rela8vity/Gravity:	  need	  to	  consider	  integrands	  
mul8plied	  with	  Pfaffian	  squared.	  

•  Loops:	  forward	  limits	  /	  Q-‐cuts	  

•  Many	  new	  interes8ng	  aspects	  to	  consider	  in	  this	  regard!	  
	  
	  


