
Nonlocal Lubrication Forces and 
the Sedimentary Jamming Front 

• Shape of the density profile 
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Physics beyond jamming
• Much is known about jamming & rheology of uniform

systems, represented by a single set of state 
variables (T, pressure, packing fraction, loading,…)

• But kinetics into / out of a jammed state usually 
involves flows and gradients in state variables
– Boundary effects
– Nonlocal effects
– Jamming fronts

• Examples from my lab
– Sedimentation, impact, clogging, creep, shear bands…

• spatially-varying density changes retarded by interstitial fluid



Plan of attack
• Background

– Firm up the empirical hindered settling function
– Review the lubrication force between two spheres

• Net lubrication force on sphere in suspension
– Nonlocal: due to neighbors above and below

• Coupled PDEs for concentration & velocity fields
– Linear response / dispersion relation in bulk
– Asymptotic solutions for shape of jamming front

• Other nonlocal lubrication effects



Evolution of f(z,t) under gravity?
[1] Continuity equation !"!# =

!
!% −' + )* !

!% +

[2] Relation of particle velocity v & concentration f:
– Kynch (1952):  ' = −', 1 − .+ where vs = Stokes speed

– Hindered settling function H(f) (eg reviewed in Guazzelli-
Morris book (2012):  ' = −',/ + ≈ −', /1 + + − +1 /2

– Burgers’ equation (eg van Saarloos-Huse 1990):  expand 
continuity equation to second order in 3 = + − +1

– Today: ' = −',/ + + nonlocal lubrication term.
Begin by considering the forces that act on grains…



Force balance in uniform suspensions
• Dilute: grains of radius a in a fluid of viscosity h

fall at the Stokes speed vs = Dmg/6πha

• Grains at volume fraction f settle slower according 
to the “hindered settling function,” H(f)<1  {form?}
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⌃Fup = ��mg � 6⇡⌘av = 0 (1)

v = vsH(�) (2)

⌃Fup = ��mg � 6⇡⌘av/H(�) = 0 (3)

For 3d crystals, the volume fraction is � = �c/(1 + s/2a)3 where s is surface-surface

separation, a is sphere radius, and the value of �c depends on lattice type. Expansion near

close-packing gives

s ⇡ 2a

3�c
(�c � �) (4)

for small s near �c. In crystals, this expression fails dramatically in the dilute limit. For

suspensions, s / a(�c��) must also hold near �c. Furthermore, it correctly gives s = O(a)
as the typical distance between spheres that have non-negligible lubrication forces in the

dilute limit.

Permeability:

K =

⌘v

rPd2
= H(�o)/18

Total viscous force:

F ⇡ 6⇡⌘aṡ+ 6⇡⌘a2ṡ/s

Net nonlocal lubrication force in upward (+z) direction:

Flub = 6⇡⌘a2
ṡ2
s2

� 6⇡⌘a2
ṡ1
s1
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Hindered settling function
• No expt’l/theoretical consensus for H(f) versus f

– many empirical forms and contradictory statements6-12

• eg Richarson-Zaki H(f) = (1-f)n with 4<n <7
• Guazzelli-Morris’ book (2012) recommends n ≈ 5 for f < 0.4

f<0.4

4

brication and initial volume fraction, it broadens and ac-
tually diverges as �

o

! �
c

. Behavior at higher �, and
for the more usual case {� = 0, D > 0}, is discussed in
the Supplement [14].

FIG. 4: (a) Volume fraction profile across the sedimentary
jamming front, scaled to decay from 1 to 0 in going from
the sediment into the suspension, for various initial volume
fractions as labeled. The curves are numerical solutions of
Eq. (6) for suspensions with �

c

= 0.64, � = 1, and h(�) = (1�
�)4.5 Asymptotic behaviors labeled in (a) are illustrated by
dashed curves in (b,c) with decay constants given by Eqs. (7-
8).

The sedimentation ODE of Eq. (6) is nonlinear and be-
comes singular at jamming. To find numerical solutions,
we change of variables to transform Eq. (6) into a sys-
tem of two linear ODEs that are numerically integrable
by standard methods [14]. Example numerical solutions
for the shape of jamming front are collected in Fig. 4 for
non-Brownian suspensions at several initial volume frac-
tions, with � = 1 and hindered settling function given by
the Richardson-Zaki form with n = 4.5. All curves have
the correct asymptotic approach to �

c

for z ⌧ 0, and to
�
o

for z � 0, showing that the sedimentation equation
captures the full range of behavior – including the jam-
ming limit where sedimentation is e↵ectively halted by
lubrication alone. And, as expected, the jamming front
broadens as �

o

increases.
In conclusion, we have made two substantial advances

on the venerable problem of sedimentation. The first is
an unexpected collapse of multiple hindered settling data
sets onto two well-separated and tightly-defined branches
for Brownian and non-Brownian spheres, with a crossover

at surprisingly high Péclet number. The second is a non-
linear partial di↵erential sedimentation equation, based
on a previously unrecognized non-local lubrication force,
that accounts for how the particle concentration field
evolves for nonuniform sedimenting suspension. While
our primary motivation and application was the kinetics
of jamming and the shape of the jamming front, which
broadens with increasing lubrication e↵ects, nonlocal lu-
brication forces could have far reaching consequences
even in the absence of gravity (v

s

= 0). First, the particle
concentration does not evolve di↵usively: To the right-
hand side of @�/@t = Dr2� should be added a term of
order r2[a2(@�/@t)/(�

c

� �
o

)] that cannot be neglected
at large k or high concentrations. Second, this introduces
a range of longer relaxation times that ought to a↵ect
suspension rheology more deeply than just an increase
in Newtonian viscosity, e.g. for dilatant suspensions in
nonuniform shear.

We thank P. Arratia, J. Brady, M. Brenner, E.
Guazzelli, G. Homsy, A. Ladd, T. Lubensky, J. Martin,
D. Pine, D. Salin, P. Tong, S. Torquato, D. Weitz, and
P.-Z. Wong for helpful conversations. This work was sup-
ported by the NSF through grant numbers DMR-1305199
and MRSEC/DMR-112090.
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Digitize old data & take our own
• Monodisperse uncharged spheres, small Re
• Two very old and very standard methods

– s uses speed of supernatant-suspension interface
– f uses height of suspension vs fluidization speed
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TABLE I: System parameters for all sources, sorted by Péclet number. Method denotes settling (s) or fluidization (f). Type
denotes Brownian (B) or non-Brownian (n-B) as assigned based on Figures 4-5. Brzinski15 refers to our data [this work].
The Péclet numbers were calculated from Eq. (7) using the tabulated values. All samples have a relatively small degree of
polydispersity.

Source Method System ⇢
f

(g/ml) ⇢
p

(g/ml) d (µm) Type Pe

[20] Kops82, Table IV s silica in cyclohexane 0.78 1.77 0.13 B 1.8E-04

[25] Buzzaccaro08, Fig. 8 s polymer in water 1.00 2.15 0.15 B 4.1E-04

[24] Benes07, Fig. 1 s polystyrene in water 1.00 1.05 0.72 B 4.8E-04

[23] Paulin90, Fig. 3a s pmma in decalin/tetralin 0.93 1.19 0.99 B 0.56

[19] Buscall82, Fig. 4 s polystyrene in water 1.00 1.05 3.05 B 2.73

[27] Xue92, Fig. 1 f polystyrene in water 1.00 1.05 31 B 2.9E+04

[21] Bacri86, Fig. 2 s glass in water 1.00 2.50 40 B 2.4E+06

[28] Martin95, spreadsheet f0 glass in water/glycerin 1.00 2.50 69 B 2.1E+07

[9] Richardson54, Fig.14a s & f divinylbenzene in water 1.00 1.06 217 n-B 7.9E+07

[18] Oliver61, Table 3 s pmma in water/glycerin 1.00 1.19 161 n-B 8.1E+07

[22] Davis88, Fig. 1 s glass in solution 1.02 2.49 130 B 2.6E+08

[26] Ham90, Fig. 3a f glass in solution 1.06 2.47 410 n-B 2.5E+10

[2] Ham88, Fig. 4 s glass in solution 1.08 2.42 535 n-B 6.9E+10

[3] Nicolai95, Table 1 s glass in solution 1.09 2.53 788 n-B 3.5E+11

[this work] Brzinski15 s glass in water/glycerin 1.24 2.53 180 – 1000 n-B 8.4E+08 – 8.0E+11

with manufacturer-reported median diameters ranging between 180 µm and 1 mm. The grains were all soaked for
1-2 hours in 1 N aqueous HCl, then repeatedly rinsed with filtered DI water till a pH strip read neutral. Between
rinses, the grains were drained with a vacuum filter flask. After rinsing, the grains were dried for 24 hours in air at
350 C. Once clean, the grains were massed, then poured into a clear 6 oz plastic bottle (Container and Packaging
Supply, part no. B335). To these containers we added a 90 wt% aqueous glycerol solution (see Table II), su�cient to
completely fill the pore space of the granular packing. These mixtures were then evacuated for a period of 2-7 days
in order to minimize the presence of air bubbles. Once the sample was degassed, a 1/2 inch brass sphere was added
to facilitate the dispersion of the grains, and the bottle was overfilled with more of the degassed glycerol solution and
capped so that no air remained inside the sample.

TABLE II: Materials properties: Median sphere diameter, range, and corresponding values for the Stokes settling speed, Péclet
number, and Reynolds number for our experiments. The particulate material is soda-lime glass, with density ⇢

p

=2.53 g/ml.
The fluid is aqueous solution of 90%/wt glycerol, with viscosity ⌘ = 2.20 g/cm-s and density ⇢

f

=1.24 g/ml.

d (µm) v
s

(mm/s) Pe Re

180± 30 0.103 8.34E+08 5.12E-05

365± 65 0.425 1.41E+10 4.27E-04

515± 85 0.847 5.59E+10 1.20E-03

1000± 200 3.192 7.94E+11 8.79E-03

To conduct an experiment, the sample was shaken vigorously by hand for a minute or more, until uniform to the
eye. Next, the sample was immediately placed on a lab jack inside a cardboard box which had been spray-painted
matte black, and centered between long slits cut on both sides of the box. A fluorescent tube light was mounted along
each slit outside the box to uniformly illuminate the sample from the sides. A small porthole provided access so that
the sample could be photographed with a Nikon DSLR camera. The camera was triggered at 60, 30, or 6 frames
per minute, as appropriate to capture the dynamics. Small flaps ensured the illuminated slits were not visible to the
camera, so the only light to reach the sensor would be that scattered by the sedimenting grains.

A characteristic time series of images taken in this manner is shown in Fig. 2 for the d = 365 µm grains. Cor-
responding kymographs for three di↵erent initial volume fractions �

o

are shown in Fig. 3. Several distinct features
emerge: The initial dispersion scatters strongly, and so appears bright in the image. The dispersed grains begin to
settle under gravity, and a depleted supernatant appears at the top. Because the supernatant contains no scatterers, it
appears dark. Finally a dense packing accumulates at the container floor. It is much denser than the initial dispersion,



Hindered Settling Compilation
• The data all sort onto two branches according to 

the Péclet number, Pe = vs a / D ~ Drga4/kT
– Large Pe is non-Brownian, good fit to H(f)=(1-f)4.48�0.04

– “Small” Pe is Brownian,  decent fit to H(f)=(1-f)5.6�0.1

• range is up to ~fc, where non-Brownian branch merges with K-C

Aside: why is
crossover at such huge
Péclet number ~O(108) ??

i.e. why so sensitive to very
small thermal motion ?

Translate Pe=108 to
particle radius:

5

[22] H. Nicolai, B. Herzhaft, E. J. Hinch, L. Oger, and
E. Guazzelli, Phys. Fluids 7, 12 (1995).

[23] K. Benes, P. Tong, and B. J. Ackerson, Phys. Rev. E 76,
056302 (2007).

[24] S. Buzzaccaro, A. Tripodi, R. Rusconi, D. Vigolo, and
R. Piazza, J. Phys.: Condens. Matter 20, 494219 (2008).

[25] J. M. Ham, S. Thomas, E. Guazzelli, G. M. Homsy, and
M.-C. Anselme, Int. J. Multiphase Flow 16, 171 (1990).

[26] J.-Z. Xue, E. Herbolzheimer, M. A. Rutgers, W. B. Rus-
sel, and P. M. Chaikin, Phys. Rev. Lett. 69, 1715 (1992).

[27] G. S. Beavers, E. M. Sparrow, and D. E. Rodenz, J. Appl.
Mech. 40, 655 (1973).

[28] E. Verneuil and D. J. Durian, Eur. Phys. J. E 34, 65
(2011).

[29] J. Martin, N. Rakotomalala, and D. Salin, Phys. Fluids

7, 2510 (1995).
[30] G. K. Batchelor, J. Fluid Mech. 52, 245 (1972).
[31] J. F. Brady suggests the problem is not so acute if

thought of in terms of a critical particle size: Pe
c

=
4⇡�⇢ga4

c

/3k
b

T ⇡ 108 gives a
c

⇡ 70(k
B

T/�⇢g)1/4.
[32] S. Farhadi and P. E. Arratia, Soft Matter 13, 4278

(2017).
[33] H. Brenner, Chem. Eng. Sci. 16, 242 (1961).
[34] G. Verbist and D. Weaire, Europhys. Lett. 26, 631

(1994).
[35] S. A. Koehler, S. Hilgenfeldt, and H. A. Stone, Phys.

Rev. Lett. 82, 4232 (1999).
[36] A. Saint-Jalmes, M. Vera, and D. Durian, Europhys.

Lett. 50, 695 (2000).

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.30.01

0.1

1

0 0.1 0.2 0.3 0.4 0.5 0.6

known limits
non-Brownian
Brownian
R-Z n=4.5
R-Z n=5.5
Kozeny-Carman

H

φo

Pe>O(108)

Pe<O(108)



Focus today: non-Brownian branch
• Take H(f)=(1-f)4.5 and hence Fdrag = 6πhav/H(f)

with high confidence, for f:0àfc

{ask later to see (a) Brownian datasets and (b) theoretical predictions}
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is su�cient to a↵ect the hydrodynamic interactions and particle fluctuations/configurations that otherwise occur in
non-Brownian sedimentation. Altogether, these plots make evident the self-consistency of multiple data sets (modulo
Nicolai95) and a clear distinction between Brownian versus non-Brownian behavior, both of which seem unnoticed in
prior literature.

0

0.02

0.04

0.06

0 0.1 0.2 0.3

0.001

0.01

0.1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

known limits
R-Z n=4.5
R-Z n=5.5
Kozeny-Carman
Richardson54
Oliver61
Ham88
Ham90
Nicolai95
Brzinksi15

K

φ

non-Brownian particles

FIG. 4: (color online) Dimensionless speed K = ⌘v/(rpd2) versus volume fraction � for non-Brownian particles, where ⌘ is
fluid viscosity, d is particle diameter, and rp = �⇢g is the magnitude of the pressure gradient. Individual data sets are specified
per Table I.
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FIG. 5: (color online) Dimensionless speed K = ⌘v/(rpd2) versus volume fraction � for Brownian particles, where ⌘ is fluid
viscosity, d is particle diameter, and rp = �⇢g is the magnitude of the pressure gradient. Individual data sets are specified
per Table I. The dashed line in the inset represents Batchelor’s prediction for the leading behavior, K = (1 � 6.55�)/18 [6].
The sparsely dotted curve is for the Snabre-Mills form with the authors’ recommended value of b = 5.6 [15].

As an aside, the unexpectedly large value of Pe
c

means that Brownian e↵ects are more prevalent and important
than previous thought. For example, Davis88 [22] state that Pe for their sample is large enough to avoid colloidal
Brownian e↵ects, which apparently is not correct. Likewise, Snabre-Mills [15] incorrectly believe that the Buscall82,

H(f)/18 Pe>O(108)



Brownian branch
• Datasets that fall on H(f)=(1-f)5.5  {Pe<O(108)} 
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As an aside, the unexpectedly large value of Pe
c

means that Brownian e↵ects are more prevalent and important
than previous thought. For example, Davis88 [22] state that Pe for their sample is large enough to avoid colloidal
Brownian e↵ects, which apparently is not correct. Likewise, Snabre-Mills [15] incorrectly believe that the Buscall82,

H
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Predicted forms for H(f)
• Brady-Durlofsky (1988) matches nonBrownian data for f<0.4
• Snabre-Mills (2000) nonBrownian theory matches Brownian data 3
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FIG. 1: (color online) Various expectations for dimensionless speed K = ⌘v/(rpd2) versus volume fraction �, where ⌘ is fluid
viscosity, d is particle diameter, and rp = �⇢g is the magnitude of the pressure gradient. See Eq. (5) for formulae and special
values.

III. PRIOR DATA FOR HINDERED SETTLING

Based on the reviews and a literature search, we identified a number of highly-cited peer-reviewed papers with
original data for settling speed versus volume fraction for relatively monodisperse spherical particles at Re < 1. This
includes experiments where the settling speed was measured directly from the motion of the suspension-supernatant
interface as a function of volume fraction [2, 3, 9, 18–25], as well as experiments where the volume fraction was
measured as a function of fluidization speed [9, 26, 27]. Note that Richardson & Zaki did both [9], as did Ham &
Homsy sequentially [2, 26]. Of all the identified papers, only Refs. [3, 18, 20] provide tables of data; for the rest we
used commercial software to digitize the data from electronic copy. A summary of system parameters for the various
sources is given in Table I. Note that Pe varies over a huge range from 10�4 (Brownian) to 1011 (non-Brownian).

The compiled dimensionless settling speed data are given in an accompanying comma-separated-values file,
“Kall.csv”. There are four columns: source, �, K, and error estimate �K. Only Ref. [3] tabulates uncertainties. The
Oliver61 table has three values for each �; we take the average, and use the average of all standard deviations for
�K. For all other data sets we estimate �K from the RMS deviation of the data from a smooth fit. For some data
sets we take �K to be constant; for others with large dynamic range we take it to be a constant fraction of the fitting
function.
In all cases except one we used the published data as-is. The exception is Oliver61, which displays an initial decay

for small volume fractions like the Barnea-Mizrahi form, with leading behavior 1� ��1/3. This is the expectation for
a fixed periodic array of particles [4]. Hence those data were excluded from the compilation, and the data for � � 0.05
were normalized to h(0) = 1 by the prefactor in the fitting result v

o

(�)/v
s

= 0.86(1 � �)4.45. As will be seen below,
this brings it into agreement with the five other non-Brownian data sets.
While circulating a draft of our compilation we were made aware of an additional Brownian data set [28] where the

hindered settling function was deduced at high concentrations in a fluidized bed based on acoustic measurement of
the concentration profile evolution after a flow-rate change. This was part of the PhD thesis of Jérôme Martin, who
kindly sent a spreadsheet of his data. The results are close to, but slightly above, the other Brownian data in our
compilation and give a Richardson-Zaki exponent quoted as 5.35 [28]. These data are included in our plots, and in
the accompanying CSV file as “Martin95”, but not in our fits.

IV. NEW DATA FOR HINDERED SETTLING

We have conducted a series of sedimentation experiments for comparison with published data. The materials
properties for our samples are in Table II. The particles we studied were soda-lime glass spheres (Potters Industries)

H
(f
)/1
8



Lubrication Force
• For both ball-wall and ball-ball, the total viscous 

force for vertical motion of top ball at any surface 
separation s, is given to <7% by

– So it’s usual to consider lubrication as a separate force 
that acts independently of the drag force.

2

gradient of magnitude rp = |rp| = �⇢g. For com-
pressed spheres, permeability data are well-described by
the Kozeny-Carman function K = (1 � �

o

)3/(180�2
o

),
which gives K

c

= 6.3⇥ 10�4 at random close packing at
�
o

! �
c

= 0.64 [27, 28].
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FIG. 1: Dimensionless speed K = ⌘v/(rpd2) versus solids
volume fraction �

o

, where ⌘ is fluid viscosity, d = 2a is particle
diameter, and rp is the magnitude of the driving pressure
gradient. For settling, the latter is density di↵erence times
gravity, rp = �⇢g, and the hindered settling function is h =
18K. The two known limits are the Stokes value K

s

= 1/18
at �

o

= 0 and K
c

= 6.3 ⇥ 10�4 at �
c

= 0.64 [27]. Circles
are for larger non-Brownian particles [Pe > O(108)]; open
are data from Refs. [5, 15, 20, 22, 25], and solid are our own
data on the supernatant-suspension interface speed for four
di↵erent particle sizes [14]. Small solid squares are for smaller
Brownian particles [16–19, 21, 23, 24, 26, 29]. Details and data
tables are given in [14]. The solid curves are the Richardson-
Zaki form K = (1/18)h(�

o

) = (1/18)(1��
o

)n with exponents
as labeled. The dashed curve, nearly indistinguishable from
n = 4.5, is K = (1/18) exp[�4.76�

o

� 5.75�3
o

]. The dotted
curve is the Kozeny-Carman form K = (1 � �

o

)3/(180�2
o

).
The dashed line in the inset is K = (1/18)(1� 6.55�

o

) [30].

F ⇡ 6⇡⌘aṡ+ 6⇡⌘a2ṡ/s

Fig. 1 displays all compiled data for the dimension-
less settling speed K = ⌘v/(�⇢gd2) versus particle vol-
ume fraction �

o

. As such the Stokes limit at �
o

= 0 is
K

s

= 1/18. Surprisingly, all data sets sort cleanly onto
two di↵erent branches starting at K

s

: one for larger par-
ticles and one for smaller Brownian particles. The non-
Brownian branch has a faster sedimentation speed and
nearly merges smoothly onto the K

c

limit and Kozeny-
Carman equation for the permeability of random close-
packed spheres. At all �

o

both branches of data are
well-described by a Richardson-Zaki form K(�)/K

s

=
h(�

o

) = (1 � �
o

)n. Literature values for the exponent
vary widely; a recent review [11] shows two data sets for
�  0.4 [20, 22] and states “n ⇡ 5 most accurately repre-
sents the experimental data for small Reynolds number
. . . this correlation is likely to be inaccurate when ap-
proaching maximum packing.” Our compilation makes a
strong case for n = 4.5 for non-Brownian particles both
from sedimentation/fluidization speeds, but also from

permeability data near �
c

[14]. For “small” Péclet num-
bers below Pe

c

⇡ 108, data lie on the Brownian branch
and are well-described by n = 5.5 [14]. The extraordi-
narily large value of Pe

c

is puzzling [31], and means that
only a surprisingly small amount of Brownian motion is
needed to a↵ect sedimentation behavior. This is even
more extreme than the sensitivity of the reversibility of
shear-induced rearrangements to thermal noise [32].
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FIG. 2: The surface-surface separations s1(t) and s2(t) can
decrease with time and cause a net upward lubrication force
on the middle sphere given by Eq. (1).

The second ingredient arises from the lubrication force
6⇡⌘a2ṡ/s acting between two spheres when their surface-
surface separation s changes [11, 14, 33]. In particular,
the net upward lubrication force on a particle due to
neighbors with gaps s2 above and at s1 below is F

lub

=
6⇡⌘a2(ṡ2/s2� ṡ1/s1) where (ṡ2/s2� ṡ1/s1) ⇡ �z @

@z

(ṡ/s)
and �z = 2a (see Fig. 2). Throughout, we take +z to
be upward. The surface-surface gaps must vanish lin-
early on approach to close-packing, s / (�

c

� �), which
gives ṡ/s = ��̇/(� � �

c

). Altogether, the (upward) z-
component of the net lubrication force is then

F
lub

= �12⇡�⌘a3
@

@z

 
�̇

�
c

� �

!
. (1)

Here we introduce � as a dimensionless parameter of or-
der 1 to account for geometrical factors related to the
three-dimensional constellation of neighbors and relative
motion that is not along the line of centers. In princi-
ple, � could vary with � and also, for a non-Newtonian
fluid, with �̇. Eq. (1) is a kind of mean-field expression
that ought to hold on average for di↵erent particle con-
figurations with the same coarse-grained concentration
field. It is nonzero whenever there is a spatial gradient in
the rate at which the volume fraction changes with time.
This non-local force plays a crucial role in the kinetics of
jamming, but we are unaware of prior formulation.

For small Reynolds numbers the upward forces of grav-
ity, hindered settling and lubrication must sum to zero:

��mg � 6⇡⌘av

h
� 12⇡�⌘a3

@

@z
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�
c

� �

!
= 0. (2)

The (upward) z-component of the average local instan-

Stokes drag Lubrication force

fixed

!(#)

Radius	%

[H. Brenner (1961) and e.g. Guazzelli & Morris (2012)]



Toy sedimentation problem
• One falling ball: comes to an effective rest by the 

balance of gravity & lubrication forces:

• NB: breakage of lubrication film is harmless 
• Collective lubrication effects can similarly bring grains to an 

effective rest in the sediment…



Lubrication in suspensions
• Middle sphere experiences a net lubrication force 

if there is a spatial gradient in the strain rate !̇ !⁄
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sphere,	due	to	neighbors	above	and	
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!̇ !⁄ .		The	rate	of	change	of	!(#)	depends	
on	the	material	derivative	of	the	volume	
fraction,	/0 /#⁄ = 20 2# + 4̇⁄ 20 24⁄ .
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(next slide)



Sphere-sphere separation
• For crystals, the volume fraction is f = fc/(1+s/2a)d

• So, the gap vanishes near fc as s ≈ (fc-f)·2a/(dfc)

• Similarly, expect s ∝ (fc-f) to hold for dense 
suspensions; therefore, the gap strain rate is

!" " # ∝ "%
(2" + !)%

"̇
" = −&' &(⁄

'* − '



Nonlocal Lubrication Force
• Acts on particles in suspensions when there is a 

gradient in the rate of change of volume fraction:

• Introduce b as a dimensionless parameter of to account for 
geometrical factors related to the three-dimensional 
constellation of neighbors.  {Set b=0 to turn off lubrication}

Sedimentation Equations for PPT Presentations

D. J. Durian

January 17, 2018

For 3d crystals, the volume fraction is � = �
c

/(1 + s/2a)3 where s is surface-surface

separation, a is sphere radius, and the value of �
c

depends on lattice type. Expansion near

close-packing gives

s ⇡ 2a

3�
c

(�
c

� �) (1)

for small s near �
c

. In crystals, this expression fails dramatically in the dilute limit. For

suspensions, s / a(�
c

��) must also hold near �
c

. Furthermore, it correctly gives s = O(a)
as the typical distance between spheres that have non-negligible lubrication forces in the

dilute limit.

Permeability:

K =

⌘v

rPd2
=

1

18

h(�
o

)

Total viscous force:

F ⇡ 6⇡⌘aṡ+ 6⇡⌘a2ṡ/s

Net nonlocal lubrication force in upward (+z) direction:

F
lub

= 6⇡⌘a2
ṡ2
s2

� 6⇡⌘a2
ṡ1
s1

(2)

= �6⇡�⌘a3
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Coupled PDEs for f(z,t) & v(z,t)
• Force balance in upward (+z) direction:

• Continuity (convection-diffusion equation):

Force balance:

X
Fup = ��mg � 6⇡⌘a

H
v � 6⇡�⌘a3
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= 0 for small Re (8)
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Linear response / dispersion relation:
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Linear Response
• Small-amplitude damped wave solution:

• Recover usual results for bà0 and also for kà0
• The non-local lubrication force alters the phase speed and 

reduces the diffusive damping at small wavelengths

Force balance:

X
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Shape of the jamming front?
• Asymptotic solution of coupled PDEs for small-e

perturbation above jamming front, into suspension:Asymptotics into bulk:

�(z, t) = �o + "e�1(z�v
c

t)
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Shape of the jamming front?
• Asymptotic solution of coupled PDEs for small-e

perturbation below jamming front, into sediment:

Asymptotics into bulk:
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Shape of the jamming front
• Stationary concentration profile:

• Step-function for b=0 (no lubrication) and for foà0 (dilute)
• Width increases with fo and diverges for foàfc

• Velocity profile has the same asymptotics (easier to measure?)

k1z
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f(
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-f

o]
 / 

(f
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f o
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Measure the front shape (I)
• First attempt for 300 µm diameter grains

– spacetime plots of x-ray imaging videos:

• Newtonian case:  front is too sharp to be resolved with our 
collaborators’ medical x-ray imaging device

• Polymeric (Boger fluid) case: perturbation extends far ahead of 
front, but isn’t stationary.  Modify PDEs using strain-rate 
dependent extensional viscosity in non-local lubrication force?

Newtonian Polymeric

F
lub

= �6⇡�⌘
e

(�̇)a3 @�̇
@z

where �̇ =

ṡ

s

=

D�/Dt

�

c

��
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Seyyed Salili

Measure the front shape (II)
• Newly-commissioned apparatus to track particles in 

index-matched suspension that can be fluidized:



Preliminary data

• Raw images for   
non-Brownian 
PMMA beads:

• NB: no stripes!
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transform41,42 and fast Fourier transform filtering. MDSR 
results are controlled by user choice for the following five 
input parameters: 𝑛𝑖 (number of layers), 𝑛𝑑, (power of 
directional decomposition), 𝜎 (controlling suppression 
degree), 𝜎𝑎 (controlling suppression weight) and 𝜃𝑒𝑙𝑖𝑚  (the 
angle or angles at which the stripes should be suppressed). 
Details are given by Liang et al.27. Directions for how to 
choose these parameters are included in our MATLAB 
implementation (code available in supplementary material). 

 
As an example of the MDSR method, we apply it to the 

mouse embryo image of Figure 1(a), taken using a Zeiss light-
sheet microscope40. Input parameters of 𝑛𝑖 = 5, 𝑛𝑑 = 3, 𝜎 =
10, 𝜎𝑎=8 and 𝜃𝑒𝑙𝑖𝑚 = 0° were optimized by trial-and-error, 
giving the destriped image in Figure 1(b). While the severity 
of the black stripes is considerably lessened, there remains a 
noticeable diffuse darkening that still mars the image. 

 

 
 

FIG. 2. Schematic of an elliptical holographic diffuser (EHD) 
that passively generates multidirectional illumination with 
diffusing anisotropy of 𝜃∥ and 𝜃⊥. The zoomed-in area shows 
a scanning electron micrograph of the EHD43. 

 
For the second method, an elliptical holographic diffuser 

is placed into the incident light-sheet, just in front of the 
sample, to prevent stripe formation in the first place. The 
principle is multidirectional illumination, as depicted in 
Figure 2. When illuminated with a narrow beam of light, an 
ordinary (circular) diffuser causes transmitted light to emerge 
isotropically at all angles. By contrast, an EHD causes 
transmitted light to spread very anisotropically: by up to a 
large amount 𝜃∥ = 𝑂(45°) in one direction, and by only a 
small amount 𝜃⊥ = 𝑂(0.1°) orthogonally. Therefore, a thin 
light-sheet of parallel rays is transformed into a similarly-thin 
diffuse light-sheet with rays going at a wide range of angles, 
−𝜃∥  to +𝜃∥. The resulting multidirectional illumination 
prevents an absorbing particle from casting a sharp shadow, 
and thus prevents stripes in general.  

 
Elliptical Holographic diffusers consist of a thin sheet, 

one side of which is replicated from a holographic recorded 
master, producing a texturized surface structure44. The surface 
pattern is pseudo-random, non-periodic and resembles a 
micron-sized sand dune with hillocks and troughs45 that have 
long-range orientational order (see Figure 2) and cause the 
light to spread in a plane without Bragg peaks46. They are 

commercially available, e.g. from Edmund Optics or Luminit. 
Primary uses are in the liquid crystal display industry, to 
eliminate the Moiré pattern, increase backlight brightness, 
and modify its viewing cone47; in machine vision, to provide 
the necessary uniformity in line scan metrology48; and 
generally in any system using simple ellipsoidal optics, to 
smooth out the hot spots and homogenize lighting49.  
 

For maximum artifact removal, larger 𝜃∥ and smaller 𝜃⊥ 
are generally better. The effects of changing 𝜃∥ can be tested 
using our ray tracing simulations. For a typical system like 
ours, 𝜃∥ = 30°, 40° or 60° all perform similarly well. The 
value of 𝜃⊥ need not be smaller than the divergence of the 
laser sheet thickness. But it should be small enough that the 
sheet does not significantly thicken as it traverses the sample. 
For our system, 𝜃⊥ = 0.2° performs well, since the diffuse 
light sheet does not become thicker than our particles size; 
𝜃⊥ = 1° performs nearly as well for our 4.8-mm particles. 

 

 
 
FIG. 3. Raw images of various objects suspended in Triton X-
100 index-matching solution (left column) destriped via 
multidirectional stripe remover method (MDSR, middle 
column). Raw images of same systems illuminated through an 
elliptical holographic diffuser with diffusing angles of 
𝜃∥ =40° and 𝜃⊥ =0.2° (EHD, right column). 

 
For controlled experimental tests and comparison of the 

two stripe-removal methods, we use a refractive index (RI)-
matched system of Triton X-100 (Sigma-Aldrich, nominal RI 

(Dn=0.002)
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Elimination of stripe artifacts
• Our two methods: [Salili, Harrington, Durian arXiv:1711.07393]

– MDSR algorithm
• Filtering software

– EHD
• Multidirectional illumination

transform41,42 and fast Fourier transform filtering. MDSR 
results are controlled by user choice for the following five 
input parameters: 𝑛𝑖 (number of layers), 𝑛𝑑, (power of 
directional decomposition), 𝜎 (controlling suppression 
degree), 𝜎𝑎 (controlling suppression weight) and 𝜃𝑒𝑙𝑖𝑚  (the 
angle or angles at which the stripes should be suppressed). 
Details are given by Liang et al.27. Directions for how to 
choose these parameters are included in our MATLAB 
implementation (code available in supplementary material). 

 
As an example of the MDSR method, we apply it to the 

mouse embryo image of Figure 1(a), taken using a Zeiss light-
sheet microscope40. Input parameters of 𝑛𝑖 = 5, 𝑛𝑑 = 3, 𝜎 =
10, 𝜎𝑎=8 and 𝜃𝑒𝑙𝑖𝑚 = 0° were optimized by trial-and-error, 
giving the destriped image in Figure 1(b). While the severity 
of the black stripes is considerably lessened, there remains a 
noticeable diffuse darkening that still mars the image. 

 

 
 

FIG. 2. Schematic of an elliptical holographic diffuser (EHD) 
that passively generates multidirectional illumination with 
diffusing anisotropy of 𝜃∥ and 𝜃⊥. The zoomed-in area shows 
a scanning electron micrograph of the EHD43. 

 
For the second method, an elliptical holographic diffuser 

is placed into the incident light-sheet, just in front of the 
sample, to prevent stripe formation in the first place. The 
principle is multidirectional illumination, as depicted in 
Figure 2. When illuminated with a narrow beam of light, an 
ordinary (circular) diffuser causes transmitted light to emerge 
isotropically at all angles. By contrast, an EHD causes 
transmitted light to spread very anisotropically: by up to a 
large amount 𝜃∥ = 𝑂(45°) in one direction, and by only a 
small amount 𝜃⊥ = 𝑂(0.1°) orthogonally. Therefore, a thin 
light-sheet of parallel rays is transformed into a similarly-thin 
diffuse light-sheet with rays going at a wide range of angles, 
−𝜃∥  to +𝜃∥. The resulting multidirectional illumination 
prevents an absorbing particle from casting a sharp shadow, 
and thus prevents stripes in general.  

 
Elliptical Holographic diffusers consist of a thin sheet, 

one side of which is replicated from a holographic recorded 
master, producing a texturized surface structure44. The surface 
pattern is pseudo-random, non-periodic and resembles a 
micron-sized sand dune with hillocks and troughs45 that have 
long-range orientational order (see Figure 2) and cause the 
light to spread in a plane without Bragg peaks46. They are 
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In progress…
• Deduce f(z,t) and v(z,t) fields, isolate asymptotics, 

compare with predictions for k1, k2 and with 
numerical solution for full profiles.

– Repeat for other nonBrownian systems:
• Different initial volume fractions
• Polymeric (Boger) fluids
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Other “fronts”
• Look elsewhere for non-local lubrication effects

– Sedimentation: dispersion relation; densification front 
after fluidization speed is reduced; velocity & 
concentration fluctuations and their coupling

– Impact:

– Evolution of f(r,t) in flows with nonuniform shear (i.e. 
kinetics of particle migration in a pipe)

– Clogging...

Fo or vo so

…



Granular clogging
• Fraction of flow microstates that cause a clog:

[Thomas-Durian PRL 2015; Koivisto-Durian Nat. Comm. 2017 & PRE 2017] 

(Hole diameter / grain diameter)3

EFFECT OF INTERSTITIAL FLUID ON THE FRACTION . . . PHYSICAL REVIEW E 95, 032904 (2017)

Either way, the uncertainties in fitting parameters are quite
large (and larger than for {c,b} in the exponential fits). Even
better-looking power-law fits can be obtained by adjusting
all three parameters, {Dc, γ ,α}; however, the parameter
uncertainties are unacceptably large. Similarly, the exponent
may be adjusted in the form ⟨m⟩ ∝ exp[c(D/d)s]; however,
the fitted values are close to 3, which is expected based on
the model of Ref. [29], where s naturally equals the number
of spatial dimensions. Overall, the relative quality of the two
fitting forms is comparable, but the smaller uncertainties and
the clear physical meaning of the exponent point in favor
of the exponential form. In consequence, we reinforce the
belief that there is no sharp clogging transition, i.e., that all
granular hoppers are susceptible to clogging (though perhaps
with unobservable probability).

IV. ANALYSIS OF FLOW MICROSTATES

We now use Eq. (3) to analyze the average discharge mass
data in terms of the fraction F = ρAℓ/⟨m⟩ of flow microstates
that precede, i.e., that cause, the formation of a stable clog.
In this expression, all quantities on the right-hand side are
known from the measurements discussed above except for the
sampling length, ℓ. This is the average downward displacement
of grains in the hole region that is needed to create a new
configuration and hence a new chance to clog. We take it to be
ℓ = (0.75 ± 0.20)d , as measured by two methods in Ref. [29].
The resulting behavior for F versus (D/d)3 is shown by the
log-linear plot in Fig. 7. Note that this causes the data to
collapse onto two straight lines, one for dry grains and one
for submerged. These decay rapidly, since the susceptibility
to clogging decreases dramatically with increasing hole size.
Both cases may be fit to F = exp{−C[(D/d)3 − 1]}, which
has the correct form and is also correctly normalized to F = 1
at D = d . By adjusting only the decay rate constant, C, we
obtain very good fits as shown. The fitting uncertainty is about
3%, and the decay constant for the dry grains is about 20%
larger than for the submerged grains.

Since the decay of F is faster for the dry grains, they
are slightly less susceptible to clogging. This is counter to

FIG. 7. The fraction of flow configurations that cause a clog vs the
cube of hole diameter divided by grain diameter. Experimental results
are for three grain sizes, and under both dry and submerged condi-
tions. The solid lines represent fits to F = exp{−C[(D/d)3 − 1]},
and the dashed lines represent the range of fitting functions given by
the quoted value and uncertainty in the fitting parameter C.

our initial expectation, which was that lubrication forces
between approaching grains and reduced friction between
contacting grains (vis-à-vis the smaller repose angle) would
both render submerged grains less susceptible to clogging.
This points to grain inertia, which has a destabilizing effect
on arch formation and is much larger for the dry grains.
Intuitively, to form a stable clog, an incipient arch much
be strong enough to withstand collision from the grains
colliding with it from above. Of all possible arches, fewer
can be stably formed in air because they must be stronger.
Conversely, a greater variety of arches can be stably formed
under water since weaker ones are additionally allowed,
rendering submerged grains more susceptible to clogging.
This ties in with the conclusion of Ref. [31] that the Stokes
number controls the volume fraction of random loose packings,
such that looser more delicate packings may be formed when
grain inertia is absent. This also ties in with the intuition
of Ref. [8] that incipient arches must be strong enough to
dissipate the kinetic energy of the grains raining down from
above.

V. CONCLUSIONS

In summary, we have systematically measured clogging
statistics for grains being discharged from submerged hoppers,
and we compared them with identical but dry experiments. We
find that immersing the grains does not affect the Poissonian
character of clogging, and it leads to a slightly enhanced
susceptibility of clogging. Our data reinforce the notion
that a sharp clogging transition does not exist, i.e., that
all hoppers may eventually clog given sufficient time. Our
analysis demonstrates the utility of interpreting the average
discharge mass in terms of the fraction F of flow configurations
that cause clog formation [29]. In particular, we find that
F decays exponentially in (D/d)3, which is roughly the
number of grains in the hole region that must cooperate in
order to form a stable arch (dome, really) across the hole,
for both dry as well as submerged grains. The decay rate is
about 20% slower for the submerged grains, reflecting the
increase in the number of flow configurations that can form
a stable clog. Since this change is not great, we conclude
that grain positions play a far more important role than grain
momenta. Due to the sign of the effect, we also conclude that
it cannot be due to lubrication or friction forces. Rather, grain
inertia has some limited capacity to break incipient arches in
the dry case, and this is totally removed for the submerged
grains, making them slightly more susceptible to clogging.
Though this picture is physically intuitive and consistent with
Refs. [8,31], it is still somewhat speculative since it assumes
that the position microstates during flow are unaffected by
immersion in water. This could be tested by computer simu-
lation, or perhaps by experiments in a quasi-two-dimensional
geometry.
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The END.
• New confidence in two hindered settling functions
• New expression for nonlocal lubrication force

• Coupled PDEs for particle velocity & concentration fields:

• Predicted width of jamming front:  1/k ~ a[bfo/(fc–fo)]1/2

– Comparing with data from new apparatus/technique…
– Looking for other nonlocal lubrication effects…
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• Soft matter sessions at March Meeting
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