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Large Scale Structure

Galaxy Clusters

Galaxies(Millennium: DM only)

(Rhapsody-G: DM+hydro)

(Illustris: DM+hydro)
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Dark Matter Halos
(simulation)
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Starburst wind feedback in M82
M. Westmoquette, J. Gallagher, L. Smith, 
WIYN/NSF, NASA/ESA 4



NASA/DOE/Fermi LAT/Su et al. 2010

Fermi bubbles in the Milky Way galaxy
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NASA/CXC/SAO/Esra Bulbul, et al.

AGN feedback in Perseus

6



Microphysics
(plasma & CR effects)!!!
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This talk…

vIntro – the “cooling-flow problem” & 
hydrodynamic AGN feedback

vWhat about the microphysics?   

vEffects of CR transport on galactic winds

vConcluding remarks & open questions
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Perseus cluster
v X-ray: intracluster medium (ICM)
v Radiative cooling: 
v Cool-core (CC) clusters:  tcool << tH

v Cooling-flow problem: SFR is 10-100x 
smaller than predicted

LX ∝n
2
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AGN Feedback
v Radio bubbles
v Pcav ~ Lcool

Panagoulia+ (2014)

Courtesy of J.Hlavacek-Larrondo
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Success of hydrodynamic AGN simulations

v Cold gas accretion
v Kinetic-energy-

dominated Jets
v Self-regulated

Gaspari et al. (2011, 2012)
Li et al. (2014, 2015)
Prasad et al. (2015)
Yang & Reynolds (2016ab)
Meece et al. (2017)
Martizzi et al. (2018)
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12Yang & Reynolds (2016b)



1. Thermal conduction -- anisotropic
2. Viscosity -- anisotropic
3. Cosmic rays – anisotropic 

Microphysics to worry about

B
rgyro

rgyro << lmfp <~ L
b ~ 100



v Conductive heating from cluster outskirts
v Anisotropic conduction -> HBI (Quataert 2007)

v Final B azimuthal, shut off conduction

Parrish et al. (2009) 

or ??

Q1. Roles of thermal conduction?

B
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Simulation setup

v FLASH code with AMR
v Perseus, rc~100kpc 
v Tangled B field with b ~ 100
v Radiative cooling 
v Full Spitzer conductivity along B
v AGN feedback (Yang et al. 2012):

-- accretion of cold gas (T<5e5K)
-- kinetic jet feedback, efficiency = 0.1%
-- jet precession

(Yang & Reynolds, 2016a)
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v AGN-driven turbulence randomizes field lines 
v Effective Spitzer fraction fsp ~ 1/3

AGN counteracts HBI (Yang & Reynolds 2016a)

Turbulent velocity B field
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Conductive heating < AGN heating 
(Yang & Reynolds 2016a, Kannon+2017)

v Conductive heating ~ 10-50% of cooling losses (upper limits)
v PIC simulations show large suppression (Roberg-Clark et al. 

2016, 2018, Komarov et al. 2016, 2018) but indept. of grad(T)!?

AGN+Conduction 

AGN only 

AGN+Conduction 

AGN only 
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Direct AGN heating

Conductive heating



Q2. Roles of viscosity?
(Reynolds+05, Dong & Stone 09, Guo 15) Viscous intracluster medium 243

More recent observations by Chandra and XMM–Newton show
that radio-galaxy induced ICM substructure is surprisingly ubiqui-
tous and complex. The basic results described above, i.e. the ex-
istence of ICM cavities associated with active radio lobes and the
presence of cool material that appears to lie in the wake of old, buoy-
antly rising radio lobes, have been confirmed in numerous systems
(e.g. Hydra-A, McNamara et al. 2000; Abell 2052, Blanton et al.
2001; Virgo-A, Young, Wilson & Mundell 2002; Perseus-A, Fabian
et al. 2000, 2003a). However, these new data have raised several
mysteries and are increasingly at odds with simple models for radio-
galaxy/ICM interactions. First, in any ideal hydrodynamic model,
the cavities must be inflated supersonically or else they would be
destroyed by Rayleigh–Taylor (RT) instabilities faster than they are
inflated. Curiously, the strong and hot ICM shocks that one expects
to find around the active cavities are notably absent; instead, many
ICM cavities are surrounded by ICM shells that are cooler than the
ambient ICM. We shall refer to this as the ‘shock problem’. Sec-
ondly, ICM cavities that are not associated with any obvious radio
lobe (‘ghost cavities’) have been discovered. Examples are found
in the Perseus cluster (Fabian et al. 2003a), Abell 2597 (McNamara
et al. 2001), and Abell 4059 (Heinz et al. 2002; Choi et al. 2004).
In some cases, ghost cavities are coincident with regions of low-
frequency (74 MHz) radio emission supporting the hypothesis that
they correspond to old radio lobes from previous and now extinct
AGN outbursts (Fabian et al. 2002a). Interestingly, as we will ex-
plicitly demonstrate in this paper, ideal hydrodynamic models fail
to reproduce the observed morphology of at least some ghost cavi-
ties. Finally, most clusters have been found to possess a ‘temperature
floor’ in the sense that the radiative cooling of the ICM appears not to
proceed below temperatures of kT ∼ 1–2 keV (Peterson et al. 2001;
Tamura et al. 2001). Again, no clear explanation for this fact is pro-
vided by an ideal hydrodynamic model. Brüggen & Kaiser (2002)
suggest that stirring of the ICM core by a central radio galaxy may
be responsible for the temperature floor; however, such a scenario
only postpones rather than prevents radiative cooling, and is hard
to reconcile with the strong metallicity gradients observed in the
cores of some clusters (David et al. 2001; Matsushita et al. 2002;
Sanders & Fabian 2002). This has led several authors (Narayan &
Medvedev 2001; Fabian, Voigt & Morris 2002b; Voigt et al. 2002;
Kim & Narayan 2003) to resurrect the notion that thermal conduc-
tion may be important in determining the thermodynamics of ICM
cores.

Faced with the multiple failures of simple hydrodynamic mod-
els for cluster cores, we must carefully examine the other physical
processes that might be relevant. Both the dynamical and thermody-
namical effects of magnetic fields are largely unexplored and are the
subject of on-going large-scale simulations. However, the qualita-
tive success of models including thermal conduction in solving the
temperature-floor problem begs a study of other transport processes
and, in particular, the effects of shear viscosity on the dynamics of
a radio-galaxy/ICM interaction.

Perseus-A and the core of the Perseus cluster continues to be one
of the best-studied examples of a rich cluster core and a complex
radio-galaxy/cluster interaction. The most detailed X-ray investiga-
tion to date, based on a deep (200 ks) observation by Chandra/ACIS-
S, has been presented by Fabian et al. (2003a). These authors report
the discovery of wave-like disturbances in the ICM on spatial scales
of ∼50 kpc, approximately twice the spatial scales of the most ob-
vious ghost cavity to the north-west of Perseus-A. They discuss a
scenario in which viscous dissipation of these disturbances may act
as a significant heat source for the ICM core. It is shown that, pro-
vided viscosity operates reasonably close to its ideal unmagnetized

Figure 1. X-ray image of the core regions of the Perseus cluster from the
Chandra X-ray Observatory (from Fabian et al. 2003a) overlaid with the Hα

image from the Wisconsin Indiana Yale NOAO (WIYN) telescope (Fabian
et al. 2003b; Conselice et al. 2001). The flattened X-ray cavity is clearly
visible in the central regions of this image. Furthermore, the Hα-emitting
filaments display well-defined arcs, suggestive of a vortex-like flow pattern
in the region behind the buoyant cavity. This image is 4.33 arcmin (96 kpc)
on a side and is oriented such that north is upwards.

value, it is possible for viscous dissipation of radio-galaxy induced
disturbances to balance radiative cooling of the ICM. This sugges-
tion has been supported by recent simulation work by Ruszkowski,
Brüggen & Begelman (2004). Circumstantial evidence for the pres-
ence of significant ICM viscosity is also provided by an examination
of the morphology of Hα filaments. Several of the filaments appear
to trace well-defined arcs in the region below the ghost cavity (Fig. 1;
also see Fabian et al. 2003b). This argues against the presence of
strong turbulence in the ICM core, possibly resulting from the ac-
tion of viscosity. If we make the stronger presumption that the Hα

filaments follow streamlines in the ICM, the morphology of the fil-
aments suggests the existence of a vortex ring within the ICM just
below the north-west ghost cavity.

With this background and motivation, this paper presents hy-
drodynamic simulations of the buoyant evolution of an AGN-blown
cavity in a viscous ICM. In order to bring clarity to the discussion of
such a complex system, this paper deals with the focused question of
how ICM viscosity affects the observed morphology and associated
flow patterns of old (ghost) cavities. Detailed investigations of the
effects of viscosity on the growth of active cavities and the thermo-
dynamic state of the ICM will be addressed in future work. Section 2
reviews the importance of viscosity in typical clusters, and touches
upon the robustness of viscosity in the presence of magnetic fields.
Section 3 describes the basic set-up of our simulations, as well as
our results on the morphology and flow patterns. Section 4 discusses
some of the limitations of this work, and possible implications of
ICM viscosity. Finally, conclusions are presented in Section 5.
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Figure 5. Slices of the density in the x–y plane at t = 1 (left column), t = 4
(middle column), and t = 8 (right column) for runs beginning with an initially
vertical magnetic field. The top row shows the evolution of run Y1, the middle
row Y2, and the bottom row Y3. A linear color scale from ρ = 0 to ρ = 1 is
used.
(A color version of this figure is available in the online journal.)

The middle row in Figure 5 shows the evolution in run Y2.
As in run Y1, the bubble develops into a ring, with significant
lateral spreading. The development of RTI is obvious at early
times, (the first image at t = 1). Large amplitude fingers are
clearly visible; the largest finger at the center of the bubble
ultimately results in splitting the bubble into a ring. Note that
the development of these fingers relies somewhat on the high
degree of symmetry in the initial conditions. If the bubble were
not initially axisymmetric, the resulting structure of the bubble
would change. Once again, the similarities between runs Y1
and Y2 indicate that a strong field has similar effects on the
dynamics of rising bubbles as an anisotropic viscosity.

The bottom row in Figure 5 shows the evolution in run Y3.
The evolution is quite different in comparison to the previous
two. Now, horizontal motions are strongly suppressed compared
to vertical motions, and a large amount of material originally
in the bubble remains concentrated within a small volume near
the axis of symmetry at the end of the simulation. The initial
spherical bubble evolves into a cone that roughly occupies a
vertical column with transverse width equal to the original size
of the bubble. The bubble does not remain a single coherent
entity, however, but is split into many small columns by RTI
fingers.

For these vertical field runs, the magnetic field geometry
does not change significantly with time, especially in the strong
field with viscosity case. The ratio of magnetic energies in the
horizontal and vertical components of the field (B2

x + B2
z )/B2

y is
0.10 for model Y1, 0.07 for Y2 and 0.03 for Y3. This indicates
for all three runs that only a small amount of magnetic energy is
transformed from the vertical to the horizontal directions. The
field lines are only weakly tangled, indicating the field roughly
maintains its initial ordered configuration.

To investigate the evolution of very strong vertical fields,
we ran several simulations with different values of β ! 1.
Interestingly, we found the bubble does not rise at all in this
case. The upward movement of the bubble requires the ambient
plasma above the bubble to move laterally and around the sides.
With a very strong field, the magnetic tension is so strong that
it prevents any lateral movement of the fluid above the bubble,
and the bubble is unable to rise. We note that this result is
quite different than that reported by Robinson et al. (2004), who
found rising bubbles even with β = 0.019. We are uncertain
as to the cause of this discrepancy, but speculate that it might
reflect differences in the numerical algorithms.

3.5. Toroidal Field Confined to the Bubble Interior

Figure 6 shows slices of the density at three different times
(t = 1, 4, and 8) in the x–y plane in runs T1 (weak toroidal field
just inside the bubble and anisotropic viscosity), T2 (strong
toroidal field just inside the bubble and no viscosity), and T3
(strong toroidal field just inside the bubble and anisotropic
viscosity). As in the vertical field case, since the bubble evolution
is axisymmetric only one slice in a single vertical plane is
sufficient to show the structure of the bubble (as before, the
bubble actually has quadripole symmetry on our Cartesian grid).

The top row of images shows the evolution of run T1. As
in the vertical field case run Y1, the bubble evolves into a
ring at late times. However, unlike run Y1, this ring remains
relatively coherent, and is not shredded by RTI and KHI. Since
the magnetic field is everywhere parallel to the surface of the
bubble, viscous transport along the field lines is able to suppress
significant mixing with a toroidal field.

The middle row in Figure 6 shows the evolution in run T2.
Once again due to the development of RTI fingers at early times,
the bubble forms a ring (actually two rings, with one small and
narrow ring formed above the main structure). However, hoop
stresses associated with the strong field in this case keep this ring
coherent, and even at late times the ring is quite prominent and is
not shredded by secondary KHI. Even at the end of the simula-
tion t = 8, the ring contains a significant amount of hot plasma.

The bottom row in Figure 6 shows the evolution in run T3.
Again, as in the previous two toroidal field simulation, the
bubble evolves into a ring. At the earliest time (t = 1), the
combination of viscosity and a strong field in run T3 suppresses
the RTI in comparison to run T2—there are fewer fingers in this
case, and they are smaller in comparison to run T2. However,
at late times (t = 8), there is more small-scale structure in the
bubble in run T3 than T2, although the gross features of the ring
are very similar in both cases. This demonstrates the complexity
of the effects of anisotropic viscosity.

4. DISCUSSION

4.1. Synthetic X-ray Images

One of the primary goals of this project is to study
whether bubble rising in a stratified atmosphere with realistic
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Figure 6. Slices of the density in the x–y plane at t = 1 (left column), t = 4
(middle column), and t = 8 (right column) for runs beginning with an initially
toroidal magnetic field confined to the interior of the bubble. The top row shows
the evolution of run T1, the middle row T2, and the bottom row T3. A linear
color scale from ρ = 0 to ρ = 1 is used.
(A color version of this figure is available in the online journal.)

physics for the ICM (magnetic fields and anisotropic viscos-
ity) can produce structures reminiscent of the cavities and fil-
aments seen in the X-ray surface brightness distribution of
observed systems (e.g., Birzan et al. 2004). To compute syn-
thetic X-ray images of our simulations, we assume an X-ray
emissivity proportional to ρ2T 0.5, and integrate along the
line of sight. As discussed in Section 3.2, synthetic X-ray
images of our hydrodynamic simulations (both H1 and H2)
look identical to those presented in Figure 4 of Reynolds et al.
(2005), and so we do not reproduce them here. An important
conclusion of these authors is that inviscid evolution of the bub-
ble shreds it into small-scale features that do not reproduce the
observations. We note that the X-ray surface brightness images
generated from our simulations are idealized, and do not contain
noise or background signal. Furthermore, the resolution of our
synthetic images is the spatial resolution used in the code, which
typically is much higher than the resolution in real observations.
(For a computational domain of size 40×40×60 kpc, our image
resolution is 0.16 kpc. For typical clusters like Cygnus A, about
237 Mpc from us and Hydra A, about 240 Mpc form us, the
image resolution on the Chandra ACIS chips will be 0.5 kpc;
while for closer clusters like Perseus, about 72 Mpc from us, the
resolution is comparable, about 0.17 kpc.) For these reasons, de-

tailed comparison between our results and specific observations
could be misleading, so that we will focus only on the general
characteristics of the images.

Figure 7 shows simulated X-ray surface brightness images for
runs X1, X2, and X3 at t = 4, along two sightlines. As one might
expect given the anisotropic structure of the bubbles evident in
Figure 4, the morphology of the bubble in these images strongly
depends in the sightline. When viewed perpendicular to the x–y
plane, all three cases produced coherent bubbles with a similar
morphology: a bright cap with a darker cavity behind. This
morphology is reminiscent of the structures of hydrodynamic
bubbles with viscosity (e.g., run H2; see Figure 4 in Reynolds
et al. 2005), but shows more small-scale structures in the region
below the cap. On the other hand, when viewed perpendicular
to the y–z plane, the bubble is split into two crescent-shaped
bright structures, with a dark lobe below each.

It is clear from inspection of Figure 5 that with vertical fields,
the bubble is shredded by instabilities even with anisotropic
viscosity. Thus, simulated X-ray images of the bubbles with
vertical fields do not show cavities or filaments reminiscent of
observations, and we do not show such images here.

In Figure 8, we show synthetic X-ray images of each of
the three toroidal field simulations, at three different times.
The ring structure of the bubble produced in all these cases
is obvious. A toroidal field, either with or without viscosity,
produces cavities in the X-ray surface brightness similar to
observations, especially in runs T1 and T2 (the top and middle
rows of Figure 8). Although the structure formed here is ring-
like instead of a uniform bubble, it is impossible to rule out this
morphology given current observations. The image quality and
resolution of current X-ray telescopes do not allow distinction
between the two structures based on their two-dimensional
surface brightness.

We conclude that initially horizontal fields (when viewed
perpendicular to the direction of the field), or toroidal magnetic
fields confined to the interior of the bubble, produce “ghost
cavity” structures reminiscent of X-ray images by Chandra and
XMM-Newton. However, for vertical fields, such cavities cannot
be reproduced. Both strong magnetic fields, or weak fields with
anisotropic viscosity, are able to reproduce these features with
the appropriate initial field geometry. The most realistic field
geometry for bubbles inflated by AGNs is likely a toroidal field
confined to the interior of the bubble. Thus, the fact that this
geometry reproduces observations is reassuring.

4.2. Heating and AGN Feedback

Another important goal of this study is to attempt to measure
the heating rate of the ICM due to MHD processes associated
with rising bubbles generated by AGNs, using more realistic
physics (magnetic fields and anisotropic viscosity). However,
because of our use of open (outflow) boundary conditions in the
simulations, total energy is not conserved, which can complicate
such measurements. To investigate how much the total energy
changes, compared to the changes in the internal energy, Figure 9
shows the fractional change in the volume averaged gravitational
energy (EG =

∫
ρφdV/V ), the volume averaged total energy

Et (sum of the kinetic, internal, and gravitational energies), and
the difference between the two δE = Et − EG, scaled by their
initial values, as a function of time t in run H1. The gravitational
energy first decreases as the bubble rises due to buoyancy. This
process releases potential energy which can be converted into
other forms. The total energy Et increases a little with time,
reaching a maximum at about t = 6, at which point it is only

v When including anisotropic viscosity, 
results depend on B geometry

Vertical B

Toroidal B

Dong & Stone (2009)



Simulations with jets and tangled B
(Kingsland et al., 2019, ApJL accepted, arXiv: 1909.01339)

Matthew Kingsland
(UMD)

v Magnetic tension alone not enough for jet-inflated bubbles
v Full Braginskii viscosity in tangled field is similar to isotropic viscosity

Inviscid MHD
Isotropic 
viscosity 3

Figure 1. Slices of gas density (top) and temperature (bottom) at t = 60 Myr for cases A (inviscid), B (unsuppressed isotropic viscosity),
C (unsuppressed anisotropic viscosity), and D (anisotropic viscosity bounded by microinstabilities).

are irregular and the surfaces are rippled due to Rayleigh-
Taylor (RT) and Kelvin-Helmholtz (KH) instabilities as
the low-density bubbles move through the dense ICM
core with a velocity shear. As a result, the bubbles are
gradually disrupted and mixed with the ambient ICM.
The timescales for the growth of RT and KH instabilities
at the bubble surface evaluated at t = 12 Myr are ⇠ 20
and 6.7 Myr, respectively (for density contrast ⌘ ⇠ 0.1
and shear velocity �v ⇠ 3000 km s�1). Note that in or-
der for magnetic tension to suppress the KH instabilities,
�v has to be smaller than the rms Alfvén speed in the
two media (Chandrasekhar 1981). Given the large shear
velocity at early times, magnetic tension is unable to
preserve the smooth surface of bubbles self-consistently
inflated by AGN jets.

For the simulations with unsuppressed viscosity, either
isotropic (B) or anistropic (C), the morphology of the
bubbles is distinct from the inviscid case. Due to the
suppression of fluid instabilities by viscosity, the bubble
surface is much more smooth, and mixing is greatly in-
hibited (evident from the bubble-ICM density and tem-
perature contrasts). The importance of viscosity in cases
B and C can be seen from Figure 2, which shows that
the Reynolds numbers (Re ⌘ UL/⌫) are . 1 for the
bubble interior. As a result, the bubbles look much
more coherent in the mock X-ray image (bottom row
of Figure 2) in cases B and C, in contrast to the more
patchy bubbles with rippled surfaces in case A. Our result
for the isotropic viscosity case confirms previous studies
(Reynolds et al. 2005; Guo 2015). In contrast to Dong
& Stone (2009), who showed that the coherence of bub-
bles depends on magnetic field topology, we show that
unsuppressed anisotropic viscosity in tangled magnetic
field can suppress the fluid instabilities and prevent the
bubbles from disruption. Although anisotropic viscosity
only inhibits the instabilities along field lines, the ran-
domness of the tangled field helps to stabilize the bubbles

in multiple directions. Therefore, its effect is very sim-
ilar to the isotropic case, though the effective isotropic
viscosity is somewhat suppressed with respect to the full
Spitzer value due to the field geometry (analogous to the
factor of ⇠ 1/5�1/3 suppression of thermal conductivity;
Narayan & Medvedev 2001). This is also consistent with
the results of ZuHone et al. (2015), who found that the
effect on suppressing the KH instabilities for cold fronts
of an isotropic viscosity ⇠1/10 of the Spitzer value was
similar to Braginskii viscosity.

An even more interesting and somewhat surprising re-
sult is that, when we add the effects of microinstabilites
that limit the pressure anisotropies (case D), the result
is completely flipped – anisotropic viscosity is no longer
able to preserve the bubble coherence, as if there were no
viscosity. We can understand this result by looking at the
distributions of magnetic field and pressure anisotropies
comparing cases C and D (Figure 3). Driven by con-
verging/diverging field lines in the background tangled
field, both simulations exhibit pressure anisotropies on
the order of 10�3 in the ambient medium. The pressure
anisotropies are most significant at the shocks and within
the bubbles, due to enhanced temperatures at these lo-
cations. Without the microinstabilities, the pressure
anisotropy in the bubble interior could reach ⇠ 0.1 owing
to significant compressive motions by the jets. Note that
the pressure anisotropies are predominantly positive be-
cause Braginskii-MHD simulations without the microin-
stability limiter are able to capture the firehose instabil-
ity (which regulates the negative pressure anisotropies)
but not the mirror instability (see discussions in, e.g.,
Kunz et al. 2012).

On the other hand, the bubble interior is also where the
magnetic field pressure is lower due to the adiabatic ex-
pansion of the bubbles. Therefore, when the bounds for
pressure anisotropies are applied, the enhanced plasma
beta within the bubbles (� ⇠ 104) dramatically limits

Full Braginskii
viscosity



Mirror unstable  
if
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Braginskii-MHD equations
(Braginskii 1965, Schekochihin et al. 2005, Kunz et al. 2014;
also see J. Squire’s and M. Kunz’s talks)

2

(Kunz et al. 2014).
The structure of the paper is as follows. In §2, we sum-

marize the simulation setup and describe our treatment
of viscosity. In §3, we present our main results regard-
ing the morphology of the bubbles (§3.1) and the impact
on the ICM (§3.2). We discuss the implications of the
results in §4 and conclude our findings in §5.

2. METHODOLOGY
We perform 3D MHD simulations of one pair of jet-

inflated AGN bubbles in a Perseus-like cluster using
FLASH (Fryxell et al. 2000). The simulation setup for
the initial ICM and magnetic field is identical to that in
Yang & Reynolds (2016a). The initial magnetic field is
tangled with a coherence length of 25 kpc and the plasma
beta (� = pth/pB) is ⇠ 100. We choose a coherence
length greater than the typical size of AGN bubbles be-
cause this is the optimal condition for magnetic draping
to occur and help prevent bubble disruption (Ruszkowski
et al. 2008). The injection of AGN energy in the simula-
tions is purely kinetic, identical to the KIN case in Yang
et al. (2019). The AGN injection has a total jet power
of 5 ⇥ 1045 erg s�1 for a duration of 10 Myr, released
along the ±z directions of the simulation domain. Ra-
diative cooling is omitted since the central cooling time
of Perseus is longer than the simulation duration (100
Myr). Four different assumptions about the ICM viscos-
ity are explored: (A) inviscid, (B) unsuppressed isotropic
viscosity, (C) unsuppressed anisotropy viscosity, and (D)
anisotropic viscosity limited by the microscopic plasma
instabilities.

Viscosity in our simulations is included following the
method of ZuHone et al. (2015). Specifically, our simu-
lations solve the following Braginskii-MHD equations:

@⇢

@t

+r · (⇢v) = 0, (1)

@(⇢v)

@t

+r ·
⇣
⇢vv � BB

4⇡
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⌘
= ⇢g �r ·⇧, (2)
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h
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i
= ⇢g·v�r·(⇧·v), (3)
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+r · (vB �Bv) = 0, (4)

where ptot = p + B

2
/(8⇡) is the total pressure and all

other variables follow their usual definitions. The vis-
cosity tensor for the isotropic case is defined as (Spitzer
1962)

⇧iso = �µrv. (5)

In the ICM, in which the gyro-radii of particles are much
smaller than the Coulomb mean free path, the viscosity
should be anisotropic, and the viscosity stress tensor can
be expressed as (Braginskii 1965)

⇧aniso = �3µ
⇣
bb� 1

3
I
⌘⇣

bb� 1

3
I
⌘
: rv, (6)

where µ = 2.2 ⇥ 10�15
T

5/2
/ ln⇤ g cm�1 s�1 is the

dynamic viscosity coefficient (ln ⇤ = 30) and b is the
magnetic field unit vector. For all viscous simulations,

a ceiling is applied for the kinematic viscosity coefficient
(⌫ = µ/⇢) of 1030 cm2 s�1. This is to prevent µ from
becoming unusually large within the bubbles due to high
temperatures resulted from purely kinetic jets.4

In Braginskii-MHD, the viscosity originates from the
pressure anisotropy that arises due to conservation of
the first and second adiabatic invariants of particles on
timescales much greater than the inverse of the ion gy-
rofrequency (Chew et al. 1956). Under the condition that
the pressure anisotropy is balanced by its relaxation via
ion-ion collisions (Schekochihin et al. 2005), one can show
that

p? � pk = 0.96
pi

⌫ii

d

dt

ln
B

3

⇢

2
= 3µ

✓
bb� 1

3
I

◆
: rv, (7)

where p? and pk are the pressure perpendicular and
parallel to the magnetic field line, respectively, pi is
the ion thermal pressure, and ⌫ii is the ion-ion colli-
sional frequency. The total thermal pressure satisfies
p = (2/3)p?+(1/3)pk. Given Eq. 7, the resulting viscous
stress tensor could be written in a form identical to Eq. 6
(see Section 3.1 of ZuHone & Roediger (2016) for a brief
derivation). When the pressure anisotropy violates the
inequalities

� 2

�

. �p ⌘
p? � pk

p

. 1

�

, (8)

fast growing firehose (which occurs when �p < �2/�)
and mirror (when �p > 1/�) instabilities are triggered
and the pressure anisotropies should be kept within the
marginal-stability thresholds (Schekochihin et al. 2005;
Kunz et al. 2014). To account for this effect, in case
D we apply bounds to the pressure anisotropies (thus
limiting viscosity) according to Eq. 8.

Note that the above means that the Braginskii-MHD
equations (as used in case C and the previous study of
Dong & Stone (2009)) become ill-posed when Eq. 8 is
violated. Without the microscopic effects taken into ac-
count, the fastest growing modes of the instabilities for-
mally occur at infinitely small scales, which are essen-
tially the grid scale where the microinstabilities may be
unresolved. Later we will see that, indeed, while case
C is able to generate some modes of the firehose fluctu-
ations, the mirror instability is not captured and hence
the positive pressure anisotropy could go beyond the sta-
bility criterion, substantially overestimating the level of
viscosity. Although this case is rather unphysical, we in-
clude it in this work in order to aid the interpretation
of our results and to make direct comparison with the
previous work of Dong & Stone (2009).

3. RESULTS
3.1. Coherence of AGN bubbles

Figure 1 shows slices of gas density and temperature at
t = 60 Myr for cases A-D. In all four simulations, the en-
ergy injection from the AGN inflates bubbles character-
ized by low densities and high temperatures. One imme-
diately notices the different bubble morphology among
the four simulations with different treatments of viscos-
ity. For the inviscid simulation (A), the bubble shapes

4 Previous simulations of Reynolds et al. (2005) and Guo (2015)
also used a constant µ to mitigate this effect.

Viscosity stress tensor: 

2

(Kunz et al. 2014).
The structure of the paper is as follows. In §2, we sum-

marize the simulation setup and describe our treatment
of viscosity. In §3, we present our main results regard-
ing the morphology of the bubbles (§3.1) and the impact
on the ICM (§3.2). We discuss the implications of the
results in §4 and conclude our findings in §5.

2. METHODOLOGY
We perform 3D MHD simulations of one pair of jet-

inflated AGN bubbles in a Perseus-like cluster using
FLASH (Fryxell et al. 2000). The simulation setup for
the initial ICM and magnetic field is identical to that in
Yang & Reynolds (2016a). The initial magnetic field is
tangled with a coherence length of 25 kpc and the plasma
beta (� = pth/pB) is ⇠ 100. We choose a coherence
length greater than the typical size of AGN bubbles be-
cause this is the optimal condition for magnetic draping
to occur and help prevent bubble disruption (Ruszkowski
et al. 2008). The injection of AGN energy in the simula-
tions is purely kinetic, identical to the KIN case in Yang
et al. (2019). The AGN injection has a total jet power
of 5 ⇥ 1045 erg s�1 for a duration of 10 Myr, released
along the ±z directions of the simulation domain. Ra-
diative cooling is omitted since the central cooling time
of Perseus is longer than the simulation duration (100
Myr). Four different assumptions about the ICM viscos-
ity are explored: (A) inviscid, (B) unsuppressed isotropic
viscosity, (C) unsuppressed anisotropy viscosity, and (D)
anisotropic viscosity limited by the microscopic plasma
instabilities.

Viscosity in our simulations is included following the
method of ZuHone et al. (2015). Specifically, our simu-
lations solve the following Braginskii-MHD equations:

@⇢

@t

+r · (⇢v) = 0, (1)

@(⇢v)

@t

+r ·
⇣
⇢vv � BB

4⇡
+ ptotI

⌘
= ⇢g �r ·⇧, (2)

@E

@t

+r·
h
v(E+ptot)�

B(v ·B)

4⇡

i
= ⇢g·v�r·(⇧·v), (3)

@B

@t

+r · (vB �Bv) = 0, (4)

where ptot = p + B

2
/(8⇡) is the total pressure and all

other variables follow their usual definitions. The vis-
cosity tensor for the isotropic case is defined as (Spitzer
1962)

⇧iso = �µrv. (5)

In the ICM, in which the gyro-radii of particles are much
smaller than the Coulomb mean free path, the viscosity
should be anisotropic, and the viscosity stress tensor can
be expressed as (Braginskii 1965)

⇧aniso = �3µ
⇣
bb� 1

3
I
⌘⇣

bb� 1

3
I
⌘
: rv, (6)

where µ = 2.2 ⇥ 10�15
T

5/2
/ ln⇤ g cm�1 s�1 is the

dynamic viscosity coefficient (ln ⇤ = 30) and b is the
magnetic field unit vector. For all viscous simulations,

a ceiling is applied for the kinematic viscosity coefficient
(⌫ = µ/⇢) of 1030 cm2 s�1. This is to prevent µ from
becoming unusually large within the bubbles due to high
temperatures resulted from purely kinetic jets.4

In Braginskii-MHD, the viscosity originates from the
pressure anisotropy that arises due to conservation of
the first and second adiabatic invariants of particles on
timescales much greater than the inverse of the ion gy-
rofrequency (Chew et al. 1956). Under the condition that
the pressure anisotropy is balanced by its relaxation via
ion-ion collisions (Schekochihin et al. 2005), one can show
that

p? � pk = 0.96
pi

⌫ii

d

dt

ln
B

3

⇢

2
= 3µ

✓
bb� 1

3
I

◆
: rv, (7)

where p? and pk are the pressure perpendicular and
parallel to the magnetic field line, respectively, pi is
the ion thermal pressure, and ⌫ii is the ion-ion colli-
sional frequency. The total thermal pressure satisfies
p = (2/3)p?+(1/3)pk. Given Eq. 7, the resulting viscous
stress tensor could be written in a form identical to Eq. 6
(see Section 3.1 of ZuHone & Roediger (2016) for a brief
derivation). When the pressure anisotropy violates the
inequalities

� 2

�

. �p ⌘
p? � pk

p

. 1

�

, (8)

fast growing firehose (which occurs when �p < �2/�)
and mirror (when �p > 1/�) instabilities are triggered
and the pressure anisotropies should be kept within the
marginal-stability thresholds (Schekochihin et al. 2005;
Kunz et al. 2014). To account for this effect, in case
D we apply bounds to the pressure anisotropies (thus
limiting viscosity) according to Eq. 8.

Note that the above means that the Braginskii-MHD
equations (as used in case C and the previous study of
Dong & Stone (2009)) become ill-posed when Eq. 8 is
violated. Without the microscopic effects taken into ac-
count, the fastest growing modes of the instabilities for-
mally occur at infinitely small scales, which are essen-
tially the grid scale where the microinstabilities may be
unresolved. Later we will see that, indeed, while case
C is able to generate some modes of the firehose fluctu-
ations, the mirror instability is not captured and hence
the positive pressure anisotropy could go beyond the sta-
bility criterion, substantially overestimating the level of
viscosity. Although this case is rather unphysical, we in-
clude it in this work in order to aid the interpretation
of our results and to make direct comparison with the
previous work of Dong & Stone (2009).

3. RESULTS
3.1. Coherence of AGN bubbles

Figure 1 shows slices of gas density and temperature at
t = 60 Myr for cases A-D. In all four simulations, the en-
ergy injection from the AGN inflates bubbles character-
ized by low densities and high temperatures. One imme-
diately notices the different bubble morphology among
the four simulations with different treatments of viscos-
ity. For the inviscid simulation (A), the bubble shapes

4 Previous simulations of Reynolds et al. (2005) and Guo (2015)
also used a constant µ to mitigate this effect.

Pressure anisotropy:

2

(Kunz et al. 2014).
The structure of the paper is as follows. In §2, we sum-

marize the simulation setup and describe our treatment
of viscosity. In §3, we present our main results regard-
ing the morphology of the bubbles (§3.1) and the impact
on the ICM (§3.2). We discuss the implications of the
results in §4 and conclude our findings in §5.

2. METHODOLOGY
We perform 3D MHD simulations of one pair of jet-

inflated AGN bubbles in a Perseus-like cluster using
FLASH (Fryxell et al. 2000). The simulation setup for
the initial ICM and magnetic field is identical to that in
Yang & Reynolds (2016a). The initial magnetic field is
tangled with a coherence length of 25 kpc and the plasma
beta (� = pth/pB) is ⇠ 100. We choose a coherence
length greater than the typical size of AGN bubbles be-
cause this is the optimal condition for magnetic draping
to occur and help prevent bubble disruption (Ruszkowski
et al. 2008). The injection of AGN energy in the simula-
tions is purely kinetic, identical to the KIN case in Yang
et al. (2019). The AGN injection has a total jet power
of 5 ⇥ 1045 erg s�1 for a duration of 10 Myr, released
along the ±z directions of the simulation domain. Ra-
diative cooling is omitted since the central cooling time
of Perseus is longer than the simulation duration (100
Myr). Four different assumptions about the ICM viscos-
ity are explored: (A) inviscid, (B) unsuppressed isotropic
viscosity, (C) unsuppressed anisotropy viscosity, and (D)
anisotropic viscosity limited by the microscopic plasma
instabilities.

Viscosity in our simulations is included following the
method of ZuHone et al. (2015). Specifically, our simu-
lations solve the following Braginskii-MHD equations:

@⇢

@t

+r · (⇢v) = 0, (1)

@(⇢v)

@t

+r ·
⇣
⇢vv � BB

4⇡
+ ptotI

⌘
= ⇢g �r ·⇧, (2)

@E

@t

+r·
h
v(E+ptot)�

B(v ·B)

4⇡

i
= ⇢g·v�r·(⇧·v), (3)

@B

@t

+r · (vB �Bv) = 0, (4)

where ptot = p + B

2
/(8⇡) is the total pressure and all

other variables follow their usual definitions. The vis-
cosity tensor for the isotropic case is defined as (Spitzer
1962)

⇧iso = �µrv. (5)

In the ICM, in which the gyro-radii of particles are much
smaller than the Coulomb mean free path, the viscosity
should be anisotropic, and the viscosity stress tensor can
be expressed as (Braginskii 1965)

⇧aniso = �3µ
⇣
bb� 1

3
I
⌘⇣

bb� 1

3
I
⌘
: rv, (6)

where µ = 2.2 ⇥ 10�15
T

5/2
/ ln⇤ g cm�1 s�1 is the

dynamic viscosity coefficient (ln ⇤ = 30) and b is the
magnetic field unit vector. For all viscous simulations,

a ceiling is applied for the kinematic viscosity coefficient
(⌫ = µ/⇢) of 1030 cm2 s�1. This is to prevent µ from
becoming unusually large within the bubbles due to high
temperatures resulted from purely kinetic jets.4

In Braginskii-MHD, the viscosity originates from the
pressure anisotropy that arises due to conservation of
the first and second adiabatic invariants of particles on
timescales much greater than the inverse of the ion gy-
rofrequency (Chew et al. 1956). Under the condition that
the pressure anisotropy is balanced by its relaxation via
ion-ion collisions (Schekochihin et al. 2005), one can show
that

p? � pk = 0.96
pi

⌫ii

d

dt

ln
B

3

⇢

2
= 3µ

✓
bb� 1

3
I

◆
: rv, (7)

where p? and pk are the pressure perpendicular and
parallel to the magnetic field line, respectively, pi is
the ion thermal pressure, and ⌫ii is the ion-ion colli-
sional frequency. The total thermal pressure satisfies
p = (2/3)p?+(1/3)pk. Given Eq. 7, the resulting viscous
stress tensor could be written in a form identical to Eq. 6
(see Section 3.1 of ZuHone & Roediger (2016) for a brief
derivation). When the pressure anisotropy violates the
inequalities

� 2

�

. �p ⌘
p? � pk

p

. 1

�

, (8)

fast growing firehose (which occurs when �p < �2/�)
and mirror (when �p > 1/�) instabilities are triggered
and the pressure anisotropies should be kept within the
marginal-stability thresholds (Schekochihin et al. 2005;
Kunz et al. 2014). To account for this effect, in case
D we apply bounds to the pressure anisotropies (thus
limiting viscosity) according to Eq. 8.

Note that the above means that the Braginskii-MHD
equations (as used in case C and the previous study of
Dong & Stone (2009)) become ill-posed when Eq. 8 is
violated. Without the microscopic effects taken into ac-
count, the fastest growing modes of the instabilities for-
mally occur at infinitely small scales, which are essen-
tially the grid scale where the microinstabilities may be
unresolved. Later we will see that, indeed, while case
C is able to generate some modes of the firehose fluctu-
ations, the mirror instability is not captured and hence
the positive pressure anisotropy could go beyond the sta-
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ergy injection from the AGN inflates bubbles character-
ized by low densities and high temperatures. One imme-
diately notices the different bubble morphology among
the four simulations with different treatments of viscos-
ity. For the inviscid simulation (A), the bubble shapes
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bility criterion, substantially overestimating the level of
viscosity. Although this case is rather unphysical, we in-
clude it in this work in order to aid the interpretation
of our results and to make direct comparison with the
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t = 60 Myr for cases A-D. In all four simulations, the en-
ergy injection from the AGN inflates bubbles character-
ized by low densities and high temperatures. One imme-
diately notices the different bubble morphology among
the four simulations with different treatments of viscos-
ity. For the inviscid simulation (A), the bubble shapes
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also used a constant µ to mitigate this effect.
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Figure 1. Slices of gas density (top) and temperature (bottom) at t = 60 Myr for cases A (inviscid), B (unsuppressed isotropic viscosity),
C (unsuppressed anisotropic viscosity), and D (anisotropic viscosity bounded by microinstabilities).

are irregular and the surfaces are rippled due to Rayleigh-
Taylor (RT) and Kelvin-Helmholtz (KH) instabilities as
the low-density bubbles move through the dense ICM
core with a velocity shear. As a result, the bubbles are
gradually disrupted and mixed with the ambient ICM.
The timescales for the growth of RT and KH instabilities
at the bubble surface evaluated at t = 12 Myr are ⇠ 20
and 6.7 Myr, respectively (for density contrast ⌘ ⇠ 0.1
and shear velocity �v ⇠ 3000 km s�1). Note that in or-
der for magnetic tension to suppress the KH instabilities,
�v has to be smaller than the rms Alfvén speed in the
two media (Chandrasekhar 1981). Given the large shear
velocity at early times, magnetic tension is unable to
preserve the smooth surface of bubbles self-consistently
inflated by AGN jets.

For the simulations with unsuppressed viscosity, either
isotropic (B) or anistropic (C), the morphology of the
bubbles is distinct from the inviscid case. Due to the
suppression of fluid instabilities by viscosity, the bubble
surface is much more smooth, and mixing is greatly in-
hibited (evident from the bubble-ICM density and tem-
perature contrasts). The importance of viscosity in cases
B and C can be seen from Figure 2, which shows that
the Reynolds numbers (Re ⌘ UL/⌫) are . 1 for the
bubble interior. As a result, the bubbles look much
more coherent in the mock X-ray image (bottom row
of Figure 2) in cases B and C, in contrast to the more
patchy bubbles with rippled surfaces in case A. Our result
for the isotropic viscosity case confirms previous studies
(Reynolds et al. 2005; Guo 2015). In contrast to Dong
& Stone (2009), who showed that the coherence of bub-
bles depends on magnetic field topology, we show that
unsuppressed anisotropic viscosity in tangled magnetic
field can suppress the fluid instabilities and prevent the
bubbles from disruption. Although anisotropic viscosity
only inhibits the instabilities along field lines, the ran-
domness of the tangled field helps to stabilize the bubbles

in multiple directions. Therefore, its effect is very sim-
ilar to the isotropic case, though the effective isotropic
viscosity is somewhat suppressed with respect to the full
Spitzer value due to the field geometry (analogous to the
factor of ⇠ 1/5�1/3 suppression of thermal conductivity;
Narayan & Medvedev 2001). This is also consistent with
the results of ZuHone et al. (2015), who found that the
effect on suppressing the KH instabilities for cold fronts
of an isotropic viscosity ⇠1/10 of the Spitzer value was
similar to Braginskii viscosity.

An even more interesting and somewhat surprising re-
sult is that, when we add the effects of microinstabilites
that limit the pressure anisotropies (case D), the result
is completely flipped – anisotropic viscosity is no longer
able to preserve the bubble coherence, as if there were no
viscosity. We can understand this result by looking at the
distributions of magnetic field and pressure anisotropies
comparing cases C and D (Figure 3). Driven by con-
verging/diverging field lines in the background tangled
field, both simulations exhibit pressure anisotropies on
the order of 10�3 in the ambient medium. The pressure
anisotropies are most significant at the shocks and within
the bubbles, due to enhanced temperatures at these lo-
cations. Without the microinstabilities, the pressure
anisotropy in the bubble interior could reach ⇠ 0.1 owing
to significant compressive motions by the jets. Note that
the pressure anisotropies are predominantly positive be-
cause Braginskii-MHD simulations without the microin-
stability limiter are able to capture the firehose instabil-
ity (which regulates the negative pressure anisotropies)
but not the mirror instability (see discussions in, e.g.,
Kunz et al. 2012).

On the other hand, the bubble interior is also where the
magnetic field pressure is lower due to the adiabatic ex-
pansion of the bubbles. Therefore, when the bounds for
pressure anisotropies are applied, the enhanced plasma
beta within the bubbles (� ⇠ 104) dramatically limits
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Figure 2. Maps of the Reynolds number (top) and projected X-ray emissivity (bottom; fractional variation from a radially averaged
projected emissivity profile) at t = 60 Myr for cases A-D.

Figure 3. Columns from left to right show slices of magnetic pressure overplotted with magnetic field vectors, plasma beta, pressure
anisotropy (�p), and departure from marginal stability (fp ⌘ ��p) for cases C (top) and D (bottom).

the permitted range of pressure anisotropies and thus the
level of viscosity, to the degree that the bubbles are de-
formed by fluid instabilities just as in the inviscid simula-
tion. In contrast to the unlimited pressure anisotropies in
case C that could go ⇠ 10-100 times beyond the marginal
stability threshold within the bubbles, for case D we find
fp ⌘ ��p ⇠ 1. In other words, the microinstabilities
effectively provide a factor of ⇠ 10 � 100 suppression of
the viscosity, thereby paralyzing its ability to suppress
the fluid instabilities.

3.2. Impacts on the ICM

Figure 4 shows that evolution of radial profiles of the
enclosed mass and the change of gas entropy (K ⌘

T/n

2/3), which traces ICM uplifting and locations of
heating by the bubbles, respectively. One can see that,
expect for the initial transient right after the jet injec-
tion, the results could be divided into two groups: sim-
ulations in which the bubbles are deformed (A and D),
and simulations in which the bubbles maintain their in-
tegrity (B and C). For the former group, the trailing part
of the bubbles tend to push the ICM outward at all radii
within ⇠ 50 kpc, whereas the more coherent bubbles in
the latter group are more capable of uplifting the medium
immediately surrounding the bubbles. For the former
group, the heating primarily occurs in the wakes of the
bubbles. This is where significant turbulent mixing takes
place and the heating to the ICM is done by direct mix-

Plasma b Dp fp = Dp/(1/b)

2

(Kunz et al. 2014).
The structure of the paper is as follows. In §2, we sum-

marize the simulation setup and describe our treatment
of viscosity. In §3, we present our main results regard-
ing the morphology of the bubbles (§3.1) and the impact
on the ICM (§3.2). We discuss the implications of the
results in §4 and conclude our findings in §5.

2. METHODOLOGY
We perform 3D MHD simulations of one pair of jet-

inflated AGN bubbles in a Perseus-like cluster using
FLASH (Fryxell et al. 2000). The simulation setup for
the initial ICM and magnetic field is identical to that in
Yang & Reynolds (2016a). The initial magnetic field is
tangled with a coherence length of 25 kpc and the plasma
beta (� = pth/pB) is ⇠ 100. We choose a coherence
length greater than the typical size of AGN bubbles be-
cause this is the optimal condition for magnetic draping
to occur and help prevent bubble disruption (Ruszkowski
et al. 2008). The injection of AGN energy in the simula-
tions is purely kinetic, identical to the KIN case in Yang
et al. (2019). The AGN injection has a total jet power
of 5 ⇥ 1045 erg s�1 for a duration of 10 Myr, released
along the ±z directions of the simulation domain. Ra-
diative cooling is omitted since the central cooling time
of Perseus is longer than the simulation duration (100
Myr). Four different assumptions about the ICM viscos-
ity are explored: (A) inviscid, (B) unsuppressed isotropic
viscosity, (C) unsuppressed anisotropy viscosity, and (D)
anisotropic viscosity limited by the microscopic plasma
instabilities.

Viscosity in our simulations is included following the
method of ZuHone et al. (2015). Specifically, our simu-
lations solve the following Braginskii-MHD equations:
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where ptot = p + B

2
/(8⇡) is the total pressure and all

other variables follow their usual definitions. The vis-
cosity tensor for the isotropic case is defined as (Spitzer
1962)

⇧iso = �µrv. (5)

In the ICM, in which the gyro-radii of particles are much
smaller than the Coulomb mean free path, the viscosity
should be anisotropic, and the viscosity stress tensor can
be expressed as (Braginskii 1965)

⇧aniso = �3µ
⇣
bb� 1

3
I
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bb� 1

3
I
⌘
: rv, (6)

where µ = 2.2 ⇥ 10�15
T

5/2
/ ln⇤ g cm�1 s�1 is the

dynamic viscosity coefficient (ln ⇤ = 30) and b is the
magnetic field unit vector. For all viscous simulations,

a ceiling is applied for the kinematic viscosity coefficient
(⌫ = µ/⇢) of 1030 cm2 s�1. This is to prevent µ from
becoming unusually large within the bubbles due to high
temperatures resulted from purely kinetic jets.4

In Braginskii-MHD, the viscosity originates from the
pressure anisotropy that arises due to conservation of
the first and second adiabatic invariants of particles on
timescales much greater than the inverse of the ion gy-
rofrequency (Chew et al. 1956). Under the condition that
the pressure anisotropy is balanced by its relaxation via
ion-ion collisions (Schekochihin et al. 2005), one can show
that
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pi

⌫ii

d

dt

ln
B

3
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2
= 3µ

✓
bb� 1

3
I

◆
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where p? and pk are the pressure perpendicular and
parallel to the magnetic field line, respectively, pi is
the ion thermal pressure, and ⌫ii is the ion-ion colli-
sional frequency. The total thermal pressure satisfies
p = (2/3)p?+(1/3)pk. Given Eq. 7, the resulting viscous
stress tensor could be written in a form identical to Eq. 6
(see Section 3.1 of ZuHone & Roediger (2016) for a brief
derivation). When the pressure anisotropy violates the
inequalities

� 2

�

. �p ⌘
p? � pk

p

. 1

�

, (8)

fast growing firehose (which occurs when �p < �2/�)
and mirror (when �p > 1/�) instabilities are triggered
and the pressure anisotropies should be kept within the
marginal-stability thresholds (Schekochihin et al. 2005;
Kunz et al. 2014). To account for this effect, in case
D we apply bounds to the pressure anisotropies (thus
limiting viscosity) according to Eq. 8.

Note that the above means that the Braginskii-MHD
equations (as used in case C and the previous study of
Dong & Stone (2009)) become ill-posed when Eq. 8 is
violated. Without the microscopic effects taken into ac-
count, the fastest growing modes of the instabilities for-
mally occur at infinitely small scales, which are essen-
tially the grid scale where the microinstabilities may be
unresolved. Later we will see that, indeed, while case
C is able to generate some modes of the firehose fluctu-
ations, the mirror instability is not captured and hence
the positive pressure anisotropy could go beyond the sta-
bility criterion, substantially overestimating the level of
viscosity. Although this case is rather unphysical, we in-
clude it in this work in order to aid the interpretation
of our results and to make direct comparison with the
previous work of Dong & Stone (2009).

3. RESULTS
3.1. Coherence of AGN bubbles

Figure 1 shows slices of gas density and temperature at
t = 60 Myr for cases A-D. In all four simulations, the en-
ergy injection from the AGN inflates bubbles character-
ized by low densities and high temperatures. One imme-
diately notices the different bubble morphology among
the four simulations with different treatments of viscos-
ity. For the inviscid simulation (A), the bubble shapes

4 Previous simulations of Reynolds et al. (2005) and Guo (2015)
also used a constant µ to mitigate this effect.



Q3: Effects of CRs?

Ptot = PB +PCRe +PCRp +Pth

Ptot >> PB +PCRe (Dunn et al., 2004, 2005)

=> Pth or PCRp dominates
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Momemtum transfer via pressure gradient

HCR = −vA ⋅∇PCR
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vs = �sgn(b̂ ·reCR)vA (1)

1

CRs stream down pressure gradient with vA:

Streaming and diffusion CR Heating
vs = �sgn(b̂ ·reCR)vA (1)

F = (eCR + Pcr)vA, k ⇠ v2/⌫ (2)

1

CR hydrodynamics
(see reviews by Zweibel 2013, 2017;
also E. Zweibel’s and C. Pfrommer’s talks)

For alternative algorithms to simulate streaming, see Jiang & Oh (2018), Thomos & Pfrommer (2018)



v CRs stream outside bubbles
v Heating by Coulomb, hadronic, and streaming -> self-regulation

AGN heating by CR-dominated jets 

No streaming With streaming
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(Ruszkowski, Yang & Reynolds, 2017; see also Yang et al. 2019)
Cluster heating by cosmic rays 5

Figure 1. From left to right: Slice though the cosmic ray energy density distribution for the case with hadronic and Coulomb heating
(CHT0), cosmic ray streaming/heating (ST1), cosmic ray streaming/heating and hadronic and Coulomb heating (SCHT1), and same as
the last panel but for super-Alfvénic streaming (SCHT4). All snapshots were taken at 3 Gyr.

Alfvénic. Note that these results also imply that the dy-
namical state of the atmosphere does depend on whether
CR transport is included. Despite the fact that all snap-
shots were taken at the same time, the case where the
CR streaming is neglected corresponds to the most per-
turbed atmosphere at the center of the cool core, while
in all cases that include streaming, the ICM is relatively
less disturbed and calmer at this particular time. As de-
scribed in detail below, in the simulations including CR
streaming the ICM generally exhibits larger variations
due to more intermittent AGN feedback. This means
that the atmosphere can experience both the periods
of relative calm and more stormy conditions. Recent
Perseus data from Hitomi is consistent with relatively
low level of turbulence in this cluster (Hitomi Collabora-
tion et al. 2016). It is plausible that the dynamical state
of the Perseus cluster currently corresponds to relatively
low-turbulence state captured in Figure 1 in cases includ-
ing transport processes (see also Li et al. (2016)). Al-
ternatively, turbulent motions in the cluster atmosphere
could be reduced due to viscosity. We also point out that
the iron line shifts corresponding to large gas velocities
induced by the AGN at the center of the cool core may
be partially diluted by slower moving gas away from the
center. This may give an impression of relative calm in
the ICM even if fast gas motions are present. This dilu-
tion e↵ect has been seen in mock Hitomi simulations that
show line shifts consistent with the data (Morsony, priv.
comm.). We defer to a future publication the study of
the iron emission line profiles and observational predic-
tions for the planned Hitomi replacement and the X-ray
Surveyor missions.
As expected, the dispersal of CRs throughout the core

is more pronounced at later times since the onset of feed-
back and when the speed of CR transport is faster. In-
terestingly, observations of M87 with LOFAR reveal a
sharp radio emission boundary that does not seem to de-
pend sensitively on radio frequency (de Gasperin et al.
2012), i.e., it appears that the boundary corresponds to
the physical extent of CRs. At late times no such bound-
ary is seen in the simulations. However, such boundary
in the spatial distribution of CRs could be explained by
large-scale sloshing motions that order magnetic fields
on large scales and prevent the leakage of CRs to large
distances by suppressing cross-field CR transport. Sim-
ulations of ZuHone et al. (2013) show that sloshing mo-
tions induced by substructure in the cluster can gener-
ate tangential magnetic fields. Such fields could slow
down radial transport of CRs away from the core. Alter-

natively, weaker or less collimated AGN feedback could
prevent the bubbles from overshooting the critical radius
at which their internal entropy equals that of the ambi-
ent ICM. In such a case, we would expect CR to exist
predominantly within such critical radius. We defer ex-
ploration of these possibilities to a future publication and
point out that there exist counter-examples to the mor-
phological appearance of M87. In Abell 262 (Clarke et al.
2009) and A2597 (Clarke et al. 2005) the radio emission
at lower frequencies extends to larger distances from the
cluster center.

The pressure support due to CRs is quantified in
Figure 2. Pressure support is defined as the ratio of
the pressure provided by CRs to the sum of the thermal
and CR pressures. In order to exclude CR-filled bubbles
that are cooling very ine�ciently, this quantity is set to
10�2 whenever the local cooling time exceeds the Hubble
time. All panels show the evolution of the profiles of the
pressure support. Dark lines corresponds to 50% of CR
contribution to the total pressure support. In the case
excluding CR transport (left panel), CR interaction with
the ambient medium is inhibited. This is caused by the
presence of the magnetic fields that slow down the mix-
ing process and the fact that CRs are simply advected
with the gas and do not stream with respect to the loca-
tion of the fluid injected by the AGN. Consequently, even
though hadronic and Coulomb heating processes are in-
cluded, the CR heating of the ambient ICM is ine↵ective
because CRs do not easily come in contact with the ther-
mal ICM. This means that the cooling catastrophe can
easily develop, which leads to large mass accretion rates
onto the central supermassive black hole. As a result of
this accretion the black hole feedback increases and more
CRs are injected into the ICM. This is a runaway process
in which CRs account for progressively larger fraction of
the total pressure support. At the end of the simulation
the CR pressure support in ⇠50 kpc is dominant and
thus it is inconsistent with observational constraints (Ja-
cob & Pfrommer 2016b,b).
The remaining three panels illustrate that the role of

transport processes is essential for removing this tension
with observations. The second panel shows that includ-
ing CR streaming and associated with it streaming heat-
ing dramatically reduces CR contribution to the pressure
support. This reduction in CR pressure occurs because
CRs can now come into contact with the thermal ICM
and heat it, thus reducing the CR energy density and
associated with it CR pressure. Similarly, CR pressures
are further reduced when, in addition to the processes in-
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Figure 5. The surface density of stars (left), CRs (centre) and gas (right) at t = 302 Myr. Although there exists a one-to-one correspondence between clumps
in all three quantities, many of the brightest star clusters are much fainter in CR surface density, implying that these clumps are older, and producing fewer
new stars (and thus fewer CRs). The projection of the diffusive CRs shows less structure than the gas plot or even the stellar plot. Bright patches highlight only
the most recent star formation.

Figure 6. Slices of mass flux, thermal gas pressure, CR pressure and ϵ = PCR/PT at t = 37.7 Myr during our fiducial run. This snapshot displays the most
violent burst of star formation in the fiducial run, and thus an ideal study of the anatomy of our winds.

shows far more filamentary/cavity structure than either the stellar
or CR distributions. The CR fluid thus appears to be a good tracer
of recent star formation.

We can better understand these flows by plotting mass flux
and both relevant pressures (thermal and CR). Fig. 6 does so at
t = 37.7 Myr, during an early burst of particularly intense star for-
mation. Here we show an edge-on slice through the galaxy, in four

different quantities. Since these flows exhibit noticeable asymme-
tries, Fig. 6 shows only the upper left-hand quadrant of the slice
in each quantity, flipped horizontally and vertically to appear as a
complete picture. An indicated in the figure caption, the quadrants
represent (1) pressure of the thermal gas; (2) pressure of the CR
fluid; (3) vertical mass flux and (4) a ratio of CR pressure to com-
bined pressure, ϵ ≡ PCR/(PTH + PCR). In this last quadrant, deep
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Fig. 3.— Edge-on maps of the temperature in a thin slice around the MW (top panels) and SMC galaxies (bottom panels) for both the
thermal feedback left panels) and CR feedback (right panels). CR feedback has a large effect on the temperature structure of the halo gas.
The plots show the median velocity (left panels) and outward pressure force (right panels) as a function of height from the disk for the
same two simulations. All quantities are calculated in a cylinder of radius 3kpc, centered on the galactic disk. It is clear that the effect
of the CRs is to increase the outward pressure forces in the halo by a factor of 3-5 at all z. This pressure gradient slowly accelerates the
wind into the halo. The wind in the thermal feedback simulations is accelerated abruptly from the disk and maintains a constant velocity
thereafter.

disk up to ∼ 700km/s and thereafter have a constant
velocity. The CR simulations, however show a wind that
accelerates smoothly into the halo. The reason for this is
revealed in the right-hand panels, where it is immediately
apparent that the pressure gradient set up by the CRs in
the halo is a factor of 3-10 larger in the CR simulation
than in the thermal feedback simulation (the difference
is particularly striking in the SMC simulation). These
results illustrate that the wind properties in the simula-
tions with CRs are qualitatively different properties to
the wind driven by thermal SN feedback.

4. DISCUSSION AND CONCLUSIONS

Our simulations show that energy injection in the form
of CRs is a promising feedback process that can substan-
tially aid in driving outflows from star-forming galaxies.
First, we find that CR injection can suppress the SFR
by providing an extra source of pressure that stabilizes
the disk. Turbulent and CR pressure are in equipartition
in the disk, thus the CR pressure can significantly affect
most of the volume of the disk, but will be sub-dominant
inside supersonic molecular clouds, where turbulent pres-
sure dominates over both CR and thermal presure. This
effect is particularly strong in our simulated SMC-sized
dwarf galaxy. The SFRs measured in our galaxies with
CR feedback are comparable to observed SFRs for both
the MW and the SMC.
Second, we find that addition of the CR feedback in-

creases the mass loading factor, η, in the dwarf galaxy by
a factor of ten compared to the simulation with SN only
feedback. As a result, the SMC and MW-sized galaxies
(circular velocities of 40 and 150 km/s, respectively) have
mass loading factors that differ by a factor of∼ 3−10, de-
pending on the stage of evolution. This is in rough agree-
ment with expectations from theoretical models based on
simulations and semi-analytic models, which show that
dependence η ∝ vαcirc with α ∼ 1 − 2 is needed to re-

produce the observed faint end of the stellar mass func-
tion of galaxies and other properties of the galaxy pop-
ulation (e.g., Somerville et al. 2008; Schaye et al. 2010;
Oppenheimer et al. 2010; Dutton 2012). Moreover, the
wind velocities in the SMC and MW-sized simulated
galaxies are consistent with the observed trend for
galaxies in this mass range (Schwartz & Martin 2004;
Rupke et al. 2005) both in normalization and slope. Al-
though we have reported only two models, these results
are encouraging, especially because simulation parame-
ters have not been tuned in any way to reproduce these
observations.
Perhaps the most intriguing difference of the CR-

driven winds compared to the winds driven by ther-
mal SN feedback is that they contain significantly more
“warm” T ∼ 104 K gas. This is especially true for the
dwarf galaxy, which develops a wind strikingly colder
than in the SN-only simulation (see Fig. 3). The CR-
driven wind has a lower velocity, and is accelerated grad-
ually with vertical distance from the disk. The reason for
these differences is that the gas ejected from the disk is
accelerated not only near star-forming regions, as is the
case in SN-only simulations, but is continuously acceler-
ated by the pressure gradient established by CRs diffused
outside of the disk (see Fig. 3). The diffusion of CRs is
thus a key factor in ejecting winds and in their result-
ing colder temperatures. The cooler temperatures of the
ejected gas may be one of the most intriguing new fea-
tures of the CR-driven winds, as this may provide a clue
on the origin of ubiquitous warm gas in gaseous halos of
galaxies (e.g., Chen 2012, and references therein). De-
tailed predictions of CGM properties will require cosmo-
logical galaxy formation simulations incorporating CR
feedback, which we will pursue in future work.
Several studies have explored effects of CR injection on

galaxies. Jubelgas et al. (2008) found that CRs suppress
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is parallel to x−y plane of the coordinate system. We impose
outflow boundary conditions for the gas component at all do-
main boundaries. Fixed boundary conditions (eCR = 0) on
external domain boundaries are assumed for the CR compo-
nent.

3. SIMULATIONS
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FIG. 1.—Vertical (left column) and horizontal slices (right column) through
the disk volume. Upper panels: Logarithm of gas density and velocity vec-
tors at t = 600Myr. Dense gas blobs hosting star formation regions are
apparent at the horizontal slice through the disk. Lower panels: Logarithm
of CR energy density. The high concentration of CRs at the horizontal plane
coincides with the star forming clouds.

Initially the gaseous disk collects gas at the presumed
global infall rate Ṁin until it becomes locally gravitationally
unstable. Supernovae start to explode and deposit CRs in the
ISM after the gas density exceeds the critical value. After
about t ≃ 300Myr the disk reaches an equilibrium state with
a star formation rate at a level of SFR ≃ 40M⊙Myr−1. A
typical snapshot of the system after 600Myr of evolution is
shown in Fig. 1. Most of the supernovae activity is confined
to isolated regions in kpc-sized dense gas clouds (upper right
panel). These regions can be also identified as spots of high
CR energy density apparent as dark brown and black patches
in the face-on map (lower right panel of Fig. 1). One can
identify about 10 − 12 discrete star formation regions with
CR energy densities exceeding ≃ 100 eVcm−3 dropping to
1 eVcm−3 at larger distances away from the disk (lower pan-
els of Fig. 1). The distribution of the CR energy density in
the galactic halo is highly non-uniform. Sharp edges of CR-
populated regions can be identified with similar structures in
the maps of vertical mass flux and vertical magnetic field
component shown in Fig. 2.
The vertical streams of rarefied gas visible in gas density

distribution (upper panels of Figs. 1 and 2) are accelerated, by
CRs, to high velocities (several 103 km s−1). The streams can
extend several tens of kpc above and below the disk plane and
significant fraction of the outflowing gas has velocities above
escape velocity and will be able to leave the galaxy altogether.
Maps of the mass flux fz = ρvz (mid panels of Fig. 2)

show the bimodal nature of the outflow perpendicular to
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FIG. 2.— Vertical (left column) and horizontal (right column) maps at dif-
ferent vertical heights of wind related quantities. Upper panels: Vertical
component of the velocity. Narrow streams of high velocity rarefied gas ex-
tend several 10 kpc above and below the disk. The relation of high velocity
streams to the underlying star formation regions is apparent. Middle panels:
Vertical mass flux fz = ρvz . Regions of high mass flux coincide with the
highest concentration of CRs shown in Fig. 1. Bottom panels: Magnitude
of magnetic field B. Vertical filaments of ∼ 1µG magnetic field extend to
vertical distances of several tens of kpc from the galactic plane.
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FIG. 3.— Horizontally integrated mass flux vs. vertical coordinate z. Solid
lines denotes flux of gas moving in positive z-direction, and dashed lines
denotes gas moving in negative z-direction.

the disk plane with peak values up to 0.2M⊙ yr−1 kpc−2

(the color scale of the mass flux panels is saturated at only
0.02M⊙ yr−1 kpc−2 to show the wind structure far from the
disk plane).
Streams of gas emanating from a single star forming re-

gion have a large cross-section, visible at the horizontal slice
of ρvz at z = 2kpc. Individual SF regions generate out-
flows of 5M⊙/ yr on average and form streams of about

Hanasz+13

CRs can drive galactic winds



v Mass loading factor and SFRs depend on transport speed!

(Ruszkowski, Yang & Zweibel, 2017)

No transport, no wind
No streaming With streaming

See also Uhlig+2012, Booth+2013, Hanasz+2013, Salem & Bryan 2014, Pfrommer+2016, Pakmor+2016
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v Winds are less dense and 
hotter with decoupling

(Farber, Ruszkowski, Yang & Zweibel, 2018)

Effects of decoupling on galactic winds
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Figure 1. Gas mass density projections along the y direction (along the midplane) for the inner |z| < 6 kpc. The snapshots are taken
at 170 Myr. Panels show three cases that correspond to di↵erent treatment of cosmic ray transport: ADV (no cosmic ray transport; left),
DIF (magnetic field aligned di↵usion; middle), and DEC (temperature-dependent magnetic field aligned di↵usion to model cosmic ray
decoupling in the cold ISM; right). Strong wind in the cases including transport, and the formation of large low-density cavities due to
strong feedback in the DEC case, are evident.

much stronger in DEC than in DIF (except at very late
times). In the DEC run, cosmic ray feedback is substan-
tially more explosive than in the DIF run, launching a
strongly magnetized outflow.
While we initialize a unidirectional 1 µG magnetic

field, that initial field is quickly erased. In the inflow case
(initial stage of the ADV case) the field is simply accreted
onto the midplane. As we use diode boundary conditions
(inflow through the top and bottom boundary is not per-
mitted), accretion leads to the reduction of the magnetic
field in the regions away from the midplane. Because
no wind develops in this case, the gas density above and
below the midplane is also very low as can be seen in
the left panel in Figure 1. Thus, we expect the results

in the ADV case to be una↵ected by our assumption of
spatially constant magnetic field, and an initial field de-
caying with the distance from the midplane should lead
to very similar results. The bulk of the magnetic field
amplification occurs only near the midplane as a result
of turbulent motions associated with star formation and
feedback. In the cases that include transport (DIF and
DEC), the field is also amplified in the disk due to star
formation and feedback, but following its amplification,
it is expelled from the disk. During the outflow, the ini-
tial field is swept out of the simulation volume through
the outer boundaries. We do not expect our assumption
regarding the initial magnetic field to a↵ect our conclu-
sions in these cases either. Thus, the system quickly loses

Ryan Farber
(Michigan)

8 Farber et al.

Figure 2. Temperature-density phase plots at 170 Myr for |z| < 4 kpc (bottom row) and |z| > 4 kpc (top row). Left column corresponds
to Run DIF and the right one to Run DEC.

memory of the initial field configuration and strength. It
is only in the cases that include cosmic ray transport
that we expect significant magnetization of the gas at
large distances from the disk at late times. This magne-
tization process occurs earlier in the DEC case compared
to the DIF case, because the wind speed is larger in the
former case.
The above di↵erences between the evolution of the

wind velocity, gas density, temperature, magnetic field
strength, and cosmic ray number density will lead to
di↵erent observational signatures. For example, we ex-
pect a stronger, spatially-extended soft X-ray emission
when the decoupling mechanism operates. The presence
of such emission may mitigate the problem reported by
Peters et al. (2015), who found that cosmic ray driven
outflows eject too little hot gas to match the soft X-
ray background. Note that if streaming was addition-
ally included, the coupled regions would be collisionlessly
heated by cosmic rays, possibly producing even higher
temperatures and stronger soft X-ray emission.
Furthermore, elevated cosmic ray number densities

and magnetic field strengths in the halo, combined with
shorter advection times than synchrotron cooling times,
suggest more extended radio emission in the DEC case
than in the DIF case. However, we note that our simu-
lations reflect the cosmic ray proton rather than cosmic

ray electron distribution; cosmic ray electrons are sub-
ject to energy-dependent losses (synchrotron and inverse
Compton cooling) which dominate the nonthermal ra-
dio emission. We will investigate radio spectra in future
work (e.g., via a Lagrangian tracer particle approach to
follow synchrotron aging of electrons co-moving with the
wind).
Finally, as the decoupling reduces the amount of time

cosmic rays spend in the cold ISM phase, we expect that
this mechanism would have implications for the �-ray
emission due to hadronic processes. We defer the study
of these e↵ects, and the other observational signatures,
to a future publication.
In Figure 4, we quantify the properties of the mass

flow and compare them to the star formation rates in
the ADV (left column), DIF (middle column), and DEC
cases (right column). Top row shows the evolution of the
star formation rates (solid red lines) and the mass out-
flow rates computed by integrating mass fluxes through
three di↵erent pairs of surfaces parallel to the disk. These
planes are positioned at ±1 kpc (dashed green lines),
±2.5 kpc (dot-dashed blue lines), and ±5 kpc (dotted
black lines). We find that there is essentially no outflow
in the ADV case and the star formation in this case is
very weak. This is consistent with the findings of a num-
ber of authors (e.g., Salem & Bryan 2014; Girichidis et al.



v Streaming speed self-consistently computed by balancing 
wave growth and turbulent damping (Lazarian 2016)

(Holguin et al., 2019, accepted TODAY, arXiv: 1807.05494)

Effects of turbulent damping on winds
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Paco Holguin 
(Michigan)Turbulent Damping in CR Driven Galactic Winds 9

Figure 4. Mass-weighted CR streaming speed parameter f for
local streaming with � = 5 km/s (red) and � = 10 km/s (blue).
The profile in the streaming speed boost factor f is systematically
higher for the stronger turbulence case, but both profiles approach
near-Alfvénic streaming values away from the mid-plane.

sustained SFR with progressively faster CR streaming, up
to f = 8 or 8 times the Alfvén speed. Our simulations agree
with this trend as the SFR increases for stronger turbulence,
which leads to faster CR transport in our simulations. Our
simulations extend their treatment of CR physics by allow-
ing for spatial and temporal variations in the CR transport
speed. The higher streaming speed in the ISM allows CRs
to escape the dense mid-plane, allowing for further gas col-
lapse. Indeed, as the velocity dispersion increases, the SFR
increases and approaches the peak SFR of a simulation with-
out CRs. The di↵erences in time evolution of the outward
mass flux (bottom row, plotted alongside the SFR in Figure
5) for increasing CR transport are weaker. The peak mass
flux is similar for all three simulations with CR transport;
however, the evolution of the mass flux does increase when
turbulent damping is included in CR transport.

In the Alfvénic transport simulation, CRs all have the
same streaming speed as they leave the galactic plane. With
turbulent damping included, CRs leave the galactic plane
quicker and interact with the lower density gas above, which
is easier to accelerate, so there is higher mass flux at earlier
times. At about 75 Myr, the mass flux for Alfvénic case is
low, while the mass flux is already significant for the turbu-
lent damping simulations.

The increase in the SFR has a significant impact on in-
stantaneous mass loading (ratio of the outward mass flux €mw

to the SFR), seen in the top row of Figure 5. We find that
the instantaneous mass loading is almost an order of mag-
nitude smaller for the stronger turbulence simulation com-
pared to Alfvénic streaming. This is because for stronger
turbulence, CR transport is faster and the SFR is larger.
This fact, combined with weaker sensitivity of the mass flux
to CR transport speed, makes the instantaneous mass load-
ing a decreasing function of the velocity dispersion. We plot
the mass loading through two surfaces 2.5 kpc and 5 kpc
above the mid-plane, finding similar trends. For the Alfvénic
CR streaming simulation, the mass loading peaks at a value
of about 40, while for the stronger turbulence simulation,
it peaks at about 5. These values are consistent with ob-

servational constraints, which constrain instantaneous mass
loading in range 10

�2 and 10

1 (Bland-Hawthorn et al. 2007).
For example, Heckman et al. (2015) uses ultraviolet absorp-
tion lines to investigate the properties of galactic winds of
a collection of low redshift starburst galaxies finding instan-
taneous mass loading factor values up to 1 to 4. Addition-
ally, Strickland & Heckman (2009) find a constraint of mass
loading factors up to 2.8 for the starburst galaxy M82. In
our simulations, we assumed a MW-like halo, which is more
massive than the galaxies studied above. However, we ex-
pect that the feedback e↵ects would be stronger for lower
mass halos, and should follow trends similar to those we de-
scribed above. Mass loading values exceeding 10, as we find
in the Alfvénic CR streaming case, can be suppressed by
the presence of turbulence, landing within the observational
constraints, as shown in the mass loading of the stronger
turbulence simulation.

On the other hand, we find that the integrated mass

loading (ratio of the total wind mass Mw =
Ø

200Myr

0

€mw dt
to the stellar mass M

⇤

), is almost insensitive to the param-
eters we considered. The values we find for the integrated
mass loading are about 0.2-0.3, roughly consistent with val-
ues from isolated slab simulations (e.g., Farber et al. 2018)
and also global simulations (e.g., Ruszkowski et al. 2017).
While Ruszkowski et al. (2017) found that the integrated
mass loading increased with faster CR streaming, their sim-
ulations were global.

3.1 Other relevant physical processes

Our simulations do not account for various aspects of CR
transport and CR interaction with the gas.

(i) We do not include additional Alfvén wave damping
processes such as ion-neutral damping and non-linear Lan-
dau damping. As ion-neutral damping is important when
the medium that the CRs pass through is not completely
ionized. The e↵ects of ion-neutral damping on the galactic
wind have been studied recently by Farber et al. (2018).
Non-linear Landau damping occurs due to wave-particle in-
teractions (Kulsrud 2005). It is expected that this damping
will not be dominant in astrophysical settings because it is
self-regulating (see Lazarian 2016).

(ii) Our implementation of turbulent damping of Alfvén
waves from Lazarian (2016), while still dependent on the
local properties of the ISM and halo, is not completely self-
consistent. First, we assumed a constant gas velocity disper-
sion in the turbulent damping rates, which strictly speak-
ing is not true as turbulence will decay farther away from
the star forming regions. However, this assumption is suf-
ficient in our case because the properties of the launching
region (close to the mid-plane) should determine the prop-
erties of the overall wind. Despite this assumption, the tur-
bulent Alfvén Mach number (velocity dispersion divided by
the Alfvén speed) nevertheless decays with height above the
mid-plane as expected because the Alfvén speed increases
with height. The streaming speed profile in Figure 4 also de-
cays with height as expected, approaching Alfvénic stream-
ing in the halo. However, the assumption of constant velocity
dispersion does not allow us to study in detail the di↵erent
regimes of turbulence presented in Lazarian (2016), as the
halo turbulence strength (i.e. away from the wind launching
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Figure 2. Ion and CR number density slice of dimensions ±5 kpc along z direction perpendicular to the midplane, for two simulations at
200 Myr: Alfvénic streaming and streaming including turbulent damping (� = 10 km/s). The Alfvénic simulation results are on the left
hand side of each pair of plots, and the turbulent damping simulations are on the right side of each pair. The gas distribution (left pair)
is slightly more extended in the turbulent damping simulation than for the Alfvénic streaming simulation. Similarly, the CR distribution
(right pair) is significantly more extended in the turbulent damping simulation.

bulent damping relative to the Alfvénic one. These profiles
are volume-weighted to provide a fair comparison between
the slice images and the averaged ion and CR densities. At
200 Myr there is a systematically more extended ion and CR
distribution in the local turbulent damping case compared
to the Alfvénic case. The slices show that the ion density
is higher in the mid-plane for local streaming. There is also
a noticeable increase in the ion density farther away from
the mid-plane at the top of the figure (|z | = 5 kpc). The
far right column of Figure 3 quantifies these observations
with relative profiles of ion and CR density. Within 5 kpc of
the mid-plane, the average number density of both ions and
CRs is about twice as large at a given height. Additionally,
at the mid-plane the CR number density profile approaches
that of the Alfvénic streaming simulation. These results are
due to the enhanced CR streaming near the mid-plane. With
a boost in streaming, there is enhanced feedback–CRs can
more e↵ectively leave the dense mid-plane, allowing inter-
action with more tenuous gas and providing less pressure

support against self-gravity of the midplane gas. This leads
to an increased SFR.

The boost in streaming speed is seen in the mass-
weighted profile of CR streaming speed shown in Figure 4,
where the stronger turbulence case is shown in blue. The
profile is mass-weighted because we are interested in the
influence that CRs have in accelerating gas. Near the mid-
plane the boost factor f is large and remains above f = 2

within the thin galactic disk (|z | < 500 pc), and weakly
super-Alfvénic at larger heights as turbulent damping be-
comes ine↵ective.

Since we do not track the CR spectrum or include
energy dependent processes in our simulations, we cannot
make predictions about observational signatures (e.g., syn-
chrotron emission) produced by CRs. Generally, a CR dis-
tribution more extended in height above the mid-plane does
result in stronger radio emission in the halo around a galaxy
(Wiegert et al. 2015). CR feedback could also influence the
radio luminosity through its a↵ect on the SFR (e.g. Li et al.

MNRAS 000, 1–12 (2018)

v Streaming speed is mildly 
super-Alfvenic close to disk

v Gas and CR distributions 
more extended w/ damping



Total CR energy density CR energy density (>10 GeV) CR energy density (<10 GeV)

Simulating Fermi Bubbles with CR spectral evolution
(Yang & Ruszkowski 2017)

7

Fig. 4.— Simulated spectra of the Fermi bubbles calculated for a longitude range of l = [�10�, 10�] for di↵erent latitude bins (top left
panel). The other three panels show decomposition of the simulated spectra into di↵erent components of the ISRF, namely the CMB
(dashed-triple-dotted), IR (dashed), and optical (dotted) radiation field. The grey band represents the observational data of Ackermann
et al. (2014). The leptonic jet model successfully reproduced the latitude independence of the observed spectra, including the normalization,
overall spectral shape, and the spectral cuto↵ above ⇠ 110 GeV, despite the complex convolution of CR energies and the latitude-dependent
ISRF.

cating the flat surface brightness of the observed bubbles
is also recovered. This is quite a remarkable result since
one must get the CR distribution right both spatially and
spectrally in order to successfully reproduce the flat in-
tensity and latitude-independent spectra simultaneously.

4.4. Constraints on the initial conditions

Because the maximum energy of the CRe at the present
day, E

max

, is largely determined by fast cooling of CRe
near the GC, it could be used to constrain the initial
conditions at injection, including the initial speed of the
AGN jets and the energy densities of the ISRF and the
magnetic field. In this section we discuss the parame-
ter space allowed to build a successful model, and how
it would be influenced by improved measurements of the
cuto↵ energy from future observational data. In deriv-
ing these constraints, we assume that no significant re-
acceleration of CRs took place near the GC.
Two criteria need to be satisfied at early stage of the

bubble evolution in order to generate a spatially uniform
bubble spectrum in the scenario described in § 4.3. First,
the initial cooling must be fast enough to act on the
jets before they propagate away from the GC. Therefore,
the cooling timescale of CRe must be shorter than the
dynamical time of the jets, i.e., ⌧

syn+IC

< ⌧

dyn

. Using
the expression for the synchrotron and IC cooling time

(Eq. A28) and the definition of t
dyn

⌘ (1 kpc)/v
jet

, we
obtain an upper limit on the initial jet velocity,

v

jet

< 0.065c

✓
u

tot

10�11 erg cm�3

◆✓
E

max,0

TeV

◆
, (7)

where c is the speed of light, E

max,0

is the character-
istic maximum energy of CRe near the GC, u

tot

=
u

B

+ u

rad

F

KN

is the summation of the energy density
of the magnetic field and the ISRF with the correction
factor for the KN e↵ect (Moderski et al. 2005). Note
that the strengths for both the magnetic field and the
ISRF rapidly decay away from the GC, and hence u

tot

in the above equation represents an average value near
the GC (roughly within the central kpc). For the follow-
ing discussion, we assume f

cool

⌘ E

max

/E

max,0

= 0.3 to
account for the di↵erence between the characteristic CR
energy near the GC (E

max,0

) and that observed today
(E

max

).
Another criterion comes from the fact that the ini-

tial cooling cannot be so strong that the energy of the
CRe cools below the energy required to produce the ob-
served high-energy cuto↵ today. In other words, the
energy of CRe after the initial cooling losses has to be
greater than the maximum energy of the CRe today, i.e.,
E > E

max

. The CR energy after going through syn-
chrotron and IC losses is given by E = E

0

/(1 + �tE

0

)

Simulated gamma-ray spectra in 
good agreement with data



Roles of microphysics in feedback -- summary

v AGN feedback in clusters:
-- HBI and conductive heating are likely limited
-- Braginskii viscosity limited by microinstabilities

cannot preserve AGN bubbles
-- CR transport is needed for CR-jet feedback

v Galactic wind feedback:
-- Details of CR transport are crucial for predicting 

properties of winds and galaxies

v Progress requires iterative multi-scale 
simulations & comparisons with data
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