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Research Strategy
Seek to understand the 
layered architecture of 
the brain by reverse-
engineering, and 
emulating in robots, the 
sensori-motor loops 
underlying the control of 
eye movements in 
primates (including 
humans) and of vibrissal 
movements in rodents 
and other whiskered 
animals

Active Vision Laboratory (leader: Kevin Gurney)

Active Touch Laboratory (leader: Tony Prescott)



The problem of brain architecture

Behavioural integration:

“the phenomenon so very characteristic of living organisms, 
and so very difficult to analyze: the fact that they behave as 
wholes rather than as the sum of their constituent parts. Their 
behavior shows integration, […] a process unifying the actions 
of an organism into patterns that involve the whole 
individual.” 

Ernest Barrington, 1967

Action selection: the task of resolving conflicts between 
competing behavioral alternatives 
(Also known as ‘response selection’, ‘decision making’, ‘behavioral choice’,  
‘motor program selection’)



Investigating brain architecture through active 
touch sensing in animals and robots
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Layered Control Architectures in Robots and Vertebrates

TONY J. PRESCOTT, PETER REDGRAVE, AND KEVIN GURNEY
University of Sheffield, UK

We revieiv recent research in robotics, neuroscience, evolutionary neurobiology, and ethology
with the aim of highlighting some points of agreement and convergence. Specifically, we com-
pare Brooks’ (1986) subsumption architecture for robot control with research in neuroscience
demonstrating layered control systems in vertebrate brains, and with research in ethology that
emphasizes the decomposition of control into multiple, intertwined behavior systems. From this
perspective we then describe interesting parallels between the subsumption architecture and the
natural layered behavior system that determines defense reactions in the rat. We then consider the
action selection problem for robots and vertebrates and argue that, in addition to subsumption-
like conflict resolution mechanisms, the vertebrate nervous system employs specialized selection
mechanisms located in a group of central brain structures termed the basal ganglia. We suggest
that similar specialized switching mechanisms might be employed in layered robot control archi-
tectures to provide effective and flexible action selection.

keywords: subsumption architecture, brain evolution, behavior systems, defense system, action

selection, basal ganglia.

The field of adaptive behavior seeks a convergence of
ideas from the different disciplines that study artificial
and natural autonomous systems. Demonstrating con-
vergence allows the interchange of concepts and ideas
and enriches our understanding of both the biological
and the synthetic (Arbib, 1989; inleyer & Guillot, 1990).
Within this tradition the present article reviews research
in robotics, neuroscience, evolutionary neurobiology, and
ethology, with the aim of highlighting some key areas
of agreement, and argues that this cross-disciplinary
perspective could help to resolve some of the current
dilemmas facing research in autonomous robotics.
Rodney Brooks’ (1986, 1989, 1990, 1991ab, 1995)

work in engineering robot &dquo;creatures&dquo; needs little intro-
duction to researchers .in adaptive behavior. In the mid-
eighties Brooks introduced a new methodology-based
on an analogy with natural evolution-for building &dquo;self-
sustaining&dquo; mobile robots that operate in real-time and
in un-customized human environments. This research
has had enormous influence in robotics and, together
with other contemporary work that proposed a move
towards more distributed and situated systems (e.g.
Braitenberg, 1986; Minsky, 1986), has inspired a new
research paradigm in artificial intelligence (see e.g. Meyer
& Guillot, 1990; iVlaes, 1992). A key contribution of

Brooks’ work is his proposal for a layered, distributed
control architecture for mobile robots, termed the
s~abslt~st~tiox~ architecture (5~~. Section 1 of this article

briefly- outlines the key features of the SA.
A substantial body of the neuroscience literature can

be interpreted as demonstrating layered control systems
in the vertebrate brain. In many ways the notion of lay-
ering is a common, often unspoken, assumption in con-
temporary neuroscience, however, the implications of
the layered nature of the brain are not always acknowl-
edged in a field dominated by the study of the mamma-
lian cortex. Section 2 considers work that follows in the
tradition of John Hughlings Jackson (1884/1958), a
neuropsychologist who is particularly associated with
the notion of layered competence, while Section 3 looks
for similarities between the robot design process pro-
posed by Brooks and the evolutionary history of the
vertebrate brain.
An understanding of adaptive behavior is central to

the bebavior gstems approach which stems from pioneer-
ing work in ethology by Lorenz, Tinbergen, and Baerends
(see Baerends, 1976), and has been influential Ln some
recent research in psychology and neuroscience (see
Timberlake, 1993). A key principle is that the functional
organization of the vertebrate brain can be decomposed
into multiple, semi-independent, systems dedicated to
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Forced Moves or Good Tricks in Design Space? 

Landmarks in the Evolution of Neural Mechanisms 

for Action Selection

Tony J. Prescott
University of Sheffield, UK

This review considers some important landmarks in animal evolution, asking to what extent special-
ized action-selection mechanisms play a role in the functional architecture of different nervous system
plans, and looking for “forced moves” or “good tricks” (see Dennett, D., 1995, Darwin’s Dangerous
Idea, Penguin Books, London) that could possibly transfer to the design of robot control systems. A
key conclusion is that while cnidarians (e.g. jellyfish) appear to have discovered some good tricks for
the design of behavior-based control systems—largely lacking specialized selection mechanisms—
the emergence of bilaterians may have forced the evolution of a central ganglion, or “archaic brain”,
whose main function is to resolve conflicts between peripheral systems. Whilst vertebrates have
many interesting selection substrates it is likely that here too the evolution of centralized structures
such as the medial reticular formation and the basal ganglia may have been a forced move because
of the need to limit connection costs as brains increased in size.

Keywords action selection · nervous system evolution · design space · computational 
neuroscience · behavior-based robots · Precambrian trace fossils

1 Introduction

Action selection is the task of resolving conflicts
between competing behavioral alternatives. This prob-
lem has received considerable attention in the adap-
tive behavior literature (see Maes, 1995; Prescott,
Redgrave, & Gurney, 1999; Prescott, Bryson, & Seth,
in press), building, in part, on earlier research in ethology
(e.g. McFarland, 1971, 1989) and neuroethology (e.g.
Davis, 1979; Kristan & Shaw, 1997; Kupfermann &
Weiss, 2001) where it is also described as the task of
“decision making”, “behavioral choice”, or “motor
program selection”. Whichever label is used, it is use-

ful to recognize at the outset that the problem of select-
ing actions is really part of a wider problem faced by
any complete creature, that of behavioral integration:

the phenomenon so very characteristic of living organ-
isms, and so very difficult to analyze: the fact that they
behave as wholes rather than as the sum of their constitu-
ent parts. Their behavior shows integration, … a process
unifying the actions of an organism into patterns that
involve the whole individual. (Barrington, 1967, p. 415)

In discussing control systems for mobile robots, Brooks
(1994) has emphasized a similar notion of behavioral

Copyright © 2007 International Society for Adaptive Behavior
(2007), Vol 15(1): 9–31.
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THE BASAL GANGLIA: A VERTEBRATE SOLUTION TO
THE SELECTION PROBLEM?

P. REDGRAVE,* T. J. PRESCOTT and K. GURNEY
Department of Psychology, University of Sheffield, Sheffield S10 2TP, U.K.

Abstract––A selection problem arises whenever two or more competing systems seek simultaneous access
to a restricted resource. Consideration of several selection architectures suggests there are significant
advantages for systems which incorporate a central switching mechanism. We propose that the vertebrate
basal ganglia have evolved as a centralized selection device, specialized to resolve conflicts over access to
limited motor and cognitive resources. Analysis of basal ganglia functional architecture and its position
within a wider anatomical framework suggests it can satisfy many of the requirements expected of an
efficient selection mechanism. � 1999 IBRO. Published by Elsevier Science Ltd.

Key words: behaviour, action, movement, switching, model, architecture.
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1. INTRODUCTION

Despite a prodigious volume of work in recent
years there is still no consensus concerning the com-
putational operations performed by the basal gan-
glia. Indeed, there is evidence linking the basal
ganglia to an extensive range of processes including
perception,9 learning,28 memory,56 attention,48 many
aspects of motor function,34,59,73 even analgesia17

and the suppression of epileptic seizures.23 To accom-
modate the rapidly accumulating wealth of informa-
tion, there is a pressing need to develop clear and
testable hypotheses concerning the computational
role(s) of the basal ganglia. This commentary seeks to
promote one such simplifying theory by exploiting

one of the recurrent ideas in basal ganglia literature
that the essential role performed by the basal ganglia
is ‘‘to select some actions/motor programmes at the
expense of others’’.5,18,22,37,65,73,81,94,95

An increasingly successful approach to the under-
standing of brain function is to combine the ‘‘top-
down’’ analysis of a behavioural problem faced by
the organism, with the ‘‘bottom-up’’ analysis of the
operation of the nervous system.3 The top-down
approach establishes the computational constraints
of the task to be solved and suggests some of the
organizational principles that might help us to inter-
pret observed characteristics of neural circuitry. The
bottom-up approach stems from neuroanatomical,
neurochemical, electrophysiological, and neuro-
behavioural analyses, and provides clues as to how
a given control problem may be decomposed and
implemented by the brain. The two approaches can

*To whom correspondence should be addressed.
Abbreviation: CS, conditioned stimulus.
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Computational models of the basal
ganglia: from robots to membranes
Kevin Gurney1, Tony J. Prescott1, Jeffery R. Wickens2 and Peter Redgrave1

1Adaptive Behaviour Research Group, Department of Psychology, University of Sheffield, Sheffield S10 2TP, UK
2Department of Anatomy and Structural Biology and The Neuroscience Centre, University Otago, Dunedin, New Zealand

With the rapid accumulation of neuroscientific data
comes a pressing need to develop models that can
explain the computational processes performed by the
basal ganglia. Relevant biological information spans a
range of structural levels, from the activity of neuronal
membranes to the role of the basal ganglia in overt
behavioural control. This viewpoint presents a frame-
work for understanding the aims, limitations and
methods for testing of computational models across all
structural levels. We identify distinct modelling strate-
gies that can deliver important and complementary
insights into the nature of problems the basal ganglia
have evolved to solve, and describe methods that are
used to solve them.

In recent years, an increasing number of computational
models have addressed various aspects of basal ganglia
function. The motivation for constructing such models
derives from a pressing need to interpret the growing
mountain of complex biological data associated with the
basal ganglia. In the past, the qualitative information-flow
(‘box-and-arrow’) models of microcircuitry [1], of internal
connectivity between basal ganglia nuclei [2–4] and of
their interactions with external structures [5–7] have
been useful for interpreting a wide range of experimental
data and have guided much of the recent basal ganglia
research. However, the rapid accumulation of anatomical,
biochemical, physiological, pharmacological and beha-
vioural information is exposing the inadequacy of quali-
tative models to explain current data and predict future
experimental outcomes (Figure 1). To proceed further in
our understanding of the functional dynamics of infor-
mation processing within the basal ganglia, and its
interactions with the rest of the brain, quantitativemodels
of all aspects of basal ganglia biology will be needed. With
the expected proliferation of computational models, all
claiming various degrees of biological plausibility, it
will be important for experimentalists and modellers
alike to appreciate the different kinds and levels of
model, their underlying assumptions and limitations,
how they relate to each other, and how best to validate
them. The principal aim of the present viewpoint is,
therefore, to offer an organising framework within which a
wide spectrum of computational models of the basal
ganglia can be placed.

Our proposed framework rests on two basic ideas. The
first was originally articulated by David Marr [8] when he
proposed that brain functions address the solution of
computational problems and that these decompose into
three levels of analysis: (i) ‘what’ is being computed and
why – the computational task; (ii) ‘how’ the computation is
carried out – the algorithm; and (iii) ‘where’ the com-
putation is carried out – the implementation. The second
idea is that this tri-level analysis of Marr can be applied at
each of several structural levels of description [9] (Box 1).
Thus, computational problems might be solved in neural
components from the level of membranes to entire brain
systems – there is no preferred structural level of
modelling because each can deliver important compu-
tational insights.

The general applicability of this scheme will be
demonstrated by discussing specific examples of recent
models that deal with the analysis of computational issues
at different structural levels of the basal ganglia. We will
start with the highest-level systems models, where it is
apparent that two different but potentially complementary
modelling strategies have developed. We will then show,
with examples, how the proposed framework can also help
evaluate lower level microcircuit and membrane models of
neural function.

System-level models
The nuclei that constitute the basal ganglia are acknowl-
edged to form a functional sub-system within the wider
brain architecture (Figure 1a). Models that have sought to
understand the computational role (or roles) of the basal

Box 1. Hierarchy of structural levels for biological

descriptions of the basal ganglia and their position within

the brain [9]

(i) Central nervous system (whole brain)
(ii) Brain modules (e.g. basal ganglia, cerebellum, cortex and
hippocampus)
(iii) Nuclei within modules (e.g. striatum, globus pallidus and
substantia nigra)
(iv) Small circuits and microanatomy (e.g. mutual inhibition,
convergence and divergence)
(v) Neurons and signal codes (e.g. medium spiny neurons and
interneurons)
(vi) Synapses and membranes (e.g. spine and shaft membranes,
presynaptic and postsynaptic membranes)
(vii) Intracellular signals (e.g. second messenger systems)

Corresponding author: Peter Redgrave (p.redgrave@sheffield.ac.uk).
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The ventral basal ganglia, a selection mechanism at the crossroads of space,
strategy, and reward.

Mark D. Humphries a,b,*, Tony J. Prescott a

aAdaptive Behaviour Research Group, Department of Psychology, University of Sheffield, S10 2TN, UK
bGroup for Neural Theory, Ecole Normale Supérieure, Département d’Études Cognitives, 29 rue d’Ulm, 75005 Paris, France
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A B S T R A C T

The basal ganglia are often conceptualised as three parallel domains that include all the constituent nuclei.
The ‘ventral domain’ appears tobe critical for learningflexible behaviours for exploration and foraging, as it
is the recipient of converging inputs from amygdala, hippocampal formation and prefrontal cortex,
putatively centres for stimulus evaluation, spatial navigation, and planning/contingency, respectively.
However, compared towork on thedorsal domains, the rich potential for quantitative theories andmodels
of the ventral domain remains largely untapped, and the purpose of this review is to provide the stimulus
for this work. We systematically review the ventral domain’s structures and internal organisation, and
propose a functional architecture as the basis for computational models. Using a full schematic of the
structureof inputs to theventral striatum(nucleusaccumbens core andshell),weargue for theexistenceof
many identifiable processing channels on the basis of unique combinations of afferent inputs. We then
identify the potential information represented in these channels by reconciling a broad range of studies
from the hippocampal, amygdala and prefrontal cortex literatures with known properties of the ventral
striatum from lesion, pharmacological, and electrophysiological studies. Dopamine’s key role in learning is
reviewed within the three current major computational frameworks; we also show that the shell-based
basal ganglia sub-circuits are well placed to generate the phasic burst and dip responses of dopaminergic
neurons. We detail dopamine’s modulation of ventral basal ganglia’s inputs by its actions on pre-synaptic
terminals andpost-synapticmembranes in thestriatum, arguing that thecomplexityof theseeffectshint at
computational roles for dopamine beyond current ideas. The ventral basal ganglia are revealed as a
constellation of multiple functional systems for the learning and selection of flexible behaviours and of
behavioural strategies, sharing the common operations of selection-by-disinhibition and of dopaminergic
modulation.

! 2009 Elsevier Ltd. All rights reserved.

Abbreviations: cAB, caudal accessory basal nucleus (of the amygdala); rAB, rostral accessory basal nucleus (of the amygdala); ac, anterior commissure; ACd, dorsal anterior
cingulate cortex; AId, dorsal agranular insular cortex; AIv, ventral agranular insular cortex; cBmg, caudal magnocellular basal complex (of the amygdala); rBmg, rostral
magnocellular basal complex (of the amygdala); Bpc, parvicellular basal complex (of the amygdala); DG, dentate gyrus; DLS, dorsolateral striatum; DMS, dorsomedial
striatum; EC, entorhinal cortex; Fr2, cortical ‘‘frontal region 2’’; FS, fast-spiking (interneuron); GP, globus pallidus; GPe, external division of the globus pallidus (primate); GPi,
internal division of the globus pallidus (primate); IL, infralimbic cortex; LEC, lateral entorhinal cortex; LH, lateral hypothalamus; LPO, lateral pre-optic area; LTS, low-
threshold spiking (interneuron); LV, lateral ventricle; MEC, medial entorhinal cortex; MD, mediodorsal nucleus of the thalamus; MO, medial orbital cortex; MSN, medium
spiny neuron; NAcc, nucleus accumbens; PL, prelimbic cortex; PPn, pedunculopontine nucleus; SNc, substantia nigra pars compacta; mSNc, medial division of the substantia
nigra pars compacta; SNr, substantia nigra pars reticulata; STN, subthalamic nucleus; dSub, dorsal subiculum; iSub, intermediate subiculum; vSub, ventral subiculum; VP,
ventral pallidum; VPdl, dorso-lateral division of the ventral pallidum; VPvl, ventro-lateral division of the ventral pallidum; VPm,medial division of the ventral pallidum; VTA,
ventral tegmental area; VTAl, lateral division of the ventral tegmental area; VTAm, medial division of the ventral tegmental area.
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The brainstem reticular formation
is a small-world, not scale-free, network

M. D. Humphries*, K. Gurney and T. J. Prescott

Adaptive Behaviour Research Group, Department of Psychology, University of Sheffield, Sheffield S10 2TP, UK

Recently, it has been demonstrated that several complex systems may have simple graph-theoretic
characterizations as so-called ‘small-world’ and ‘scale-free’ networks. These networks have also been
applied to the gross neural connectivity between primate cortical areas and the nervous system of
Caenorhabditis elegans. Here, we extend this work to a specific neural circuit of the vertebrate brain—the
medial reticular formation (RF) of the brainstem—and, in doing so, we have made three key contributions.
First, this work constitutes the first model (and quantitative review) of this important brain structure for
over three decades. Second, we have developed the first graph-theoretic analysis of vertebrate brain
connectivity at the neural network level. Third, we propose simple metrics to quantitatively assess the
extent to which the networks studied are small-world or scale-free. We conclude that the medial RF is
configured to create small-world (implying coherent rapid-processing capabilities), but not scale-free, type
networks under assumptions which are amenable to quantitative measurement.

Keywords: reticular formation; small world; scale-free; networks; computational neuroanatomy

1. INTRODUCTION
Many real-world systems can be represented as networks
(a set of nodes joined by links indicating an interaction).
Recently, graph-theorists have demonstrated that even
the most complex of these systems may have
simple characterizations. So-called ‘small-world’
(Watts & Strogatz 1998) and ‘scale-free’ (Barabasi &
Albert 1999) networks have been found within such
diverse structures as food webs, the internet, and power
grids (Albert & Barabasi 2002). These two network types
are of interest because of the special properties that are
known to ensue if the underlying network satisfies the
criteria for either or both. Recently, several authors have
studied these network types in the context of gross neural
connectivity between primate cortical areas (Hilgetag et al.
2000; Sporns et al. 2002) and between C. elegans nervous
system components (Watts & Strogatz 1998).

Our aim here is to extend this work to a specific network
of the vertebrate brain, making two key contributions.
First, thiswork constitutes the first graph-theoretic analysis
of vertebrate brain connectivity at the neural network level:
we analyse the structure of the medial reticular formation
(RF) of the brainstem due to its extraordinary configur-
ation of sensory andmotor connections (see below) and for
its relevance to our work on action selection (see §5).
Second, this work constitutes the first model—and
quantitative review—of this important brain structure for
over three decades. In addition, by applying graph-
theoretic analysis to an exploration of plausible neural
network structural models, this work contributes new
methods to the nascent field of computational neuroanat-
omy (Ascoli 1999). We believe it is useful to analyse neural
networks for their small-world and scale-free properties

because each network type conveys a set of functional
advantages compared to a true random network, and yet
the determination of network type can be made primarily
using anatomical data.

A small-world network is characterized by the following
two features. (i) Dense interconnectivity within small
groups of nodes: two common neighbours of one node are
more likely to be neighbours of each other than two nodes
selected at random. Note that if the nodes exist in physical
space, for example people or neurons, then the nodes of a
highly inter-connected group will tend to be physically
close in space. (ii) The average shortest path length is
small: to connect any two nodes only a small number of
intermediate nodes are typically traversed, due to long-
range links between the small groups of nodes (Watts &
Strogatz 1998).

In a real network, nodes are not uniformly connected.
A given node has b links—the node’s degree. Over all nodes
in the network, the degree distribution P(b) defines the
probability that a randomly selected node has b links in the
network. The corresponding cumulative degree distribution
F(b) defines the probability that a randomly selected node
has at most b links. For many real networks, this
distribution is best fitted by a power-law (F(b)wbKt,
tO0; Barabasi & Albert 1999), which is a straight line on a
log–log plot. The power-law fit implies that: (i) the
network has no ‘typical’ node, in the sense that a Gaussian
distribution would have a mean node; (ii) the distribution
is scale-invariant. Thus, networks with a power-law
distribution have been dubbed ‘scale-free’.

The identification of either small-world or scale-free
topologies implies particular dynamic properties of the
network, e.g. stability (Li & Chen 2003), which may be
beneficial to biological neural networks (see §5). The plan
of the paper is as follows. First, we review the available
data on medial RF anatomy, and propose a new structural
organization. We define two models which generate the set
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Modularity as Near Decomposability

7

“The frequencies of interaction among 
elements in any particular subsystem of a 
system are an order of magnitude or two 
greater than the frequencies of interaction 
between the subsystems. We call systems 
with this property nearly completely 
decomposable systems, or for short, nearly 
decomposable (ND) systems” 

(Simon and Ando, 1961; Simon, 2002)
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Nemaia Simplex: fossil jellyfish from the Vendian 
(Precambrian) period ~550+ myo 



The nervous system consists of a nerve net (or multiple nerve nets). There 
are multi-cellular sense organs as well as some aggregations of nerve 
cells.

Jellyfish nerve net 
(Bullock, 1977)

Sea Anenome
(Grimmelikhuijen, 1995)

Hydra (idealised)
(Marshall and Williams, 1972)

Hydra (actual)
(Grimmelikhuijen, 

1995)

The first nervous systems (Cnidarians)



Aurelia aurita (scyphomedusa)

aka “Moon jelly”



Two arms of the bell showing the 
main structures related to the two 
functionally distinct nerve nets for: 
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Life-cycle
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From Horridge 1956

Aurelia aurita: behavioural decomposition of control
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“Slow swimming” (P + R) and “escape” (RG + TG) systems interact

(Mackie, 2004)
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Modularity 2.0



Great 
moments in 
evolution II

Flatworms
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Urbilateria (c. 550mya)

Possible scenario for urbilaterian evolution 
from cnidarian larva (planula)

After Holland, 2003

Definitely:
anterior-posterior axis
two-ended gut
internal organs
simple nervous and sensory systems 

Possibly:
internal body cavity (coelum) 
simple tentacle-like appendages

Genetically: 
the “essential bilaterian toolbox” (e.g. 
Hox regulatory genes)

(Baguna et al., 2001; Erwin & Davidson, 
2002; Knoll & Carroll, 1999)



‘Scribbles’
(Seilacher, 67)

‘Tight’ meander
(Seilacher, 67)

Precambrian meander 
(Crimes and 

Anderson, 1985)

Precambrian trace fossils



Free-living marine flatworms



More primitive forms (A, B) show a more radial pattern, later forms (C) are more 
strongly bilateral

From Meglistch, 1991

Flatworm nervous systems



4cm
Planocera Gilchristi

Following brain removal, 
components of both normal 
swimming and normal crawling are 
present but that these are never 
integrated into the normal 
sequences—the overall movement 
of the animal is irregular and 
uncoordinated. 

Similarly, decerebrate animals lack 
a normal rapid righting response, 
although they can eventually right 
themselves by making writhing and 
twisting movements.

From Gruber and Ewer, 1962

The role of the flatworm brain in behaviour (1)



Typical feeding behaviour of normal 
and decerebrate wormsNotoplana Acticola

From Koopowitz and Keenan, 1982

The role of the flatworm brain in behaviour (2)



Typical feeding behaviour of normal 
and decerebrate wormsNotoplana Acticola

From Koopowitz and Keenan, 1982

The role of the flatworm brain in behaviour (2)

Modularity 3.0



We consider that the development of bilateral symmetry, 
rather than cephalization, was the prime feature that 
necessitated the evolution of the brain. Bilateral symmetry 
required that the righthand side know what was happening on 
the left, and vice versa. In effect, with the advent of bilateral 
symmetry, the evolution of the brain was necessary for the 
coordination of disparate peripherally-based reflexes. This 
was of prime importance in preventing the two sides from 
engaging in contradictory activities 

Koopowitz and Keenan, 1982, p. 78

The early brain as an action selector



Thigmotaxis—stay close to tracks
Phobotaxis—avoid recrossing tracks

Spirodesmos (Huckriede, 1952)

Modelling a spiral trace-maker



Decussating neurons in flatworm brains

Dye-stained neurons in Notoplana 
acticola, from Koopowitz, 1986

Top: decussating neurons—cells whose 
soma and dendrites are found in one half 
of the brain while their axons project 
across the midline to peripheral targets 
on the other side

Bottom: Dye-coupled neurons. Some 
decussating neurons are electrotonically 
coupled with symmetrical cells on the 
opposite side of the midline (so they 
work in unison)

Could provide a key element of the 
substrate for maintaining behavioral 
coherence between the two halves of the 
body: non-coupled neurons suppress or 
facilitate responses in the opposite body-
half; coupled neurons ensure synchrony 
between the two sides



Taphrelminthopsis 
(Frey & Seilacher,80)

Modelling a meandering trace-maker



Precambrian trace-makers reconsidered

Does the appearance of efficient foraging trails in 
the fossil records of the late precambrian mark the 
point where centralized action selection 
mechanisms evolved to take control over 
peripheral reflexive systems?

Thigmotaxis and phobotaxis are reflexive 
mechanisms associated with peripheral 
sensors. Strophotaxis determines which side of 
the body is actively controlling the motor 
system…



Great 
moments in 
nervous system 
evolution III

Vertebrates



Vertebrate nervous systems

Multicellularity

Radial Symmetry

Bilateral Symmetry
Hox gene expression
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Deuterostomes (non vertebrate)

33

Echinoderms - 
Pentameral Symmetry

Chordates

Amphioxus

Hemichordate worm

Tunicates

Tunicate larva



Left: Fossil of  an early vertebrate Haikouichthys. Right: Lamphrey in various 
stages of  decay

First Vertebrates

From Shu et al., 1999

of decay rank and the phylogenetic rank of a character
(amphioxus Rs ¼ 0.70, p ¼ 0.0018, n ¼ 17; ammocoete
Rs ¼ 0.70, p ¼ 0.000019, n ¼ 30) cf. [23]).

The null hypothesis that decay is random with respect
to phylogenetic informativeness is also rejected for the

adult lamprey: decay rank and synapomorphic rank are
significantly correlated (Rs ¼ 0.38, p ¼ 0.013, n ¼ 42).
Exclusion of characters with skeletal components (i.e. car-
tilaginous and keratinous tissues) increases the strength of
the correlation (Rs ¼ 0.45, p ¼ 0.018, n ¼ 27). Testing
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Figure 3. (a) ammocoete decay stages. Stage 1 (day 1); stage 2 (day 8); stage 3 (day 15); stage 4 (days 28 and 35); stage 5 (day
90); stage 6 (day 200). ba, branchial arch; bo, branchial opening; en, endostyle; es, eye spot; li, liver; my, myomeres; ng, noto-
chord groove; no, notochord; oc, otic capsule; tr, trabecular cartilage (skull). (b) Adult lamprey decay stages. Stage 1 (day 2); stage
2 (day 28); stage 3 (day 92); stage 4 (day 207); stage 5 (day 300); stage 6 (day 300). ac, annular cartilage; bo, branchial opening;
cc, copular cartilage; cr, cranial cartilage; el, eye lens; gl, gill lamellae; gp, gill pouch; no, notochord; oc, otic capsule; od, oral disc;
or, orbit; pc, piston cartilage; sc, stylet cartilage; sl, sensory line; te, teeth; tr, trematic ring; ve, velum. (c) Hagfish decay stages.
Stage 1 (day 2); stage 2 (day 6); stage 3 (day 15); stage 4 (day 35); stage 5 (day 63); stage 6 (days 130 and 200). br, brain; dc,
dentigerous cartilage; dn, dorsal nerve cord; fr, fin rays; lc, lingual cartilage; li, liver; lm, lingual musculature; mc, median carti-
lage; my, myomeres; no, notochord; oc, otic capsule; pa, palatine cartilage (skull); sg, slime glands; sn, subnasal cartilage; te,
teeth; tn, tentacles. For scale, mesh apertures are 2mm ! 2mm and white grid is 10mm ! 10mm.

Decay of vertebrate characters R. S. Sansom et al. 5
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Left: Fossil of  an early vertebrate Haikouichthys. Right: Lamphrey in various 
stages of  decay

First Vertebrates

From Shu et al., 1999

520 million years old
(from the Lower Cambrian Chengjiang fauna) 

of decay rank and the phylogenetic rank of a character
(amphioxus Rs ¼ 0.70, p ¼ 0.0018, n ¼ 17; ammocoete
Rs ¼ 0.70, p ¼ 0.000019, n ¼ 30) cf. [23]).

The null hypothesis that decay is random with respect
to phylogenetic informativeness is also rejected for the

adult lamprey: decay rank and synapomorphic rank are
significantly correlated (Rs ¼ 0.38, p ¼ 0.013, n ¼ 42).
Exclusion of characters with skeletal components (i.e. car-
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chord groove; no, notochord; oc, otic capsule; tr, trabecular cartilage (skull). (b) Adult lamprey decay stages. Stage 1 (day 2); stage
2 (day 28); stage 3 (day 92); stage 4 (day 207); stage 5 (day 300); stage 6 (day 300). ac, annular cartilage; bo, branchial opening;
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From Valentine, 1994

From Gabor Milkos & 
Campbell, 1994

Evolutionary time



Complex brains were unlikely to have been painstakingly 
“wired-up” synapse by synapse over hundreds of millions of 
years.  We are faced with the exciting prospect that nervous 
systems can be constructed rapidly 

George Gabor Miklos, 1993



Above: The brain of  Amphioxus 
(Branchiostoma)— said to 
resemble a transitional stage 
between ancestral chordate and 
vertebrate.

From Lacalli, 1996

Early vertebrate brains

Below: Reconstruction of  the CNS of  
an early jawless fish from a fossilized 
endocast about 400 million years old. 

From Halstead Tarlo (1965)



Above: The brain of  Amphioxus 
(Branchiostoma)— said to 
resemble a transitional stage 
between ancestral chordate and 
vertebrate.

From Lacalli, 1996

Early vertebrate brains

Below: Reconstruction of  the CNS of  
an early jawless fish from a fossilized 
endocast about 400 million years old. 

From Halstead Tarlo (1965)

Brain of  a lamphrey



Modern vertebrate brains: 
diverse shapes and sizes, common structures

Lampreys      Sharks   Teleost fish         Frogs             Mammals           Snakes                      Birds

Amphibians

Ray-finned fishes

Jawed fishesJawless fishes

Ancestral 
Vertebrates

Lobe-finned 
fishes

Ancestral 
tetraponds

Amniotes

Bony fishesCartilaginous fishes
Cerebral hemisphere

Optic tectum

Cerebellum

Olfactory bulb

Adapted from Rosenzweig et al. 1999



Generic plan of the vertebrate brain

Based on Butler and Hodos, 1996



Generic plan of the vertebrate brain

Based on Butler and Hodos, 1996

Modularity 4.0



What changed with evolution?
 Size of specific brain structures

 E.g. hippocampus in food-storing animals and birds
 Cerebellum in electric fish
 Cortex in mammals and primates

 Some new pathways added
 E.g. cortico-spinal tract in mammals for fine-grained control 

of movement
 Areas became more or less differentiated

 E.g. increase in number of cortical areas in primates
 Microstructural organisation

 Migration of cell groups, addition of cell types, selective 
connection loss, axonal invasion of new areas



Organising principles I.
The brain as a layered architecture

John Hughlings Jackson
1835-1911

“That the middle motor centers 
represent over again what all the 
lowest motor centers have 
represented, will be disputed by 
few. I go further, and say that the 
highest motor centers (frontal 
lobes) represent over again, in 
more complex combinations, 
what the middle motor centers 
represent.” 

From “The evolution and dissolution of 
the nervous system” (1884)
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Layered Control Architectures in Robots and Vertebrates

TONY J. PRESCOTT, PETER REDGRAVE, AND KEVIN GURNEY
University of Sheffield, UK

We revieiv recent research in robotics, neuroscience, evolutionary neurobiology, and ethology
with the aim of highlighting some points of agreement and convergence. Specifically, we com-
pare Brooks’ (1986) subsumption architecture for robot control with research in neuroscience
demonstrating layered control systems in vertebrate brains, and with research in ethology that
emphasizes the decomposition of control into multiple, intertwined behavior systems. From this
perspective we then describe interesting parallels between the subsumption architecture and the
natural layered behavior system that determines defense reactions in the rat. We then consider the
action selection problem for robots and vertebrates and argue that, in addition to subsumption-
like conflict resolution mechanisms, the vertebrate nervous system employs specialized selection
mechanisms located in a group of central brain structures termed the basal ganglia. We suggest
that similar specialized switching mechanisms might be employed in layered robot control archi-
tectures to provide effective and flexible action selection.

keywords: subsumption architecture, brain evolution, behavior systems, defense system, action

selection, basal ganglia.

The field of adaptive behavior seeks a convergence of
ideas from the different disciplines that study artificial
and natural autonomous systems. Demonstrating con-
vergence allows the interchange of concepts and ideas
and enriches our understanding of both the biological
and the synthetic (Arbib, 1989; inleyer & Guillot, 1990).
Within this tradition the present article reviews research
in robotics, neuroscience, evolutionary neurobiology, and
ethology, with the aim of highlighting some key areas
of agreement, and argues that this cross-disciplinary
perspective could help to resolve some of the current
dilemmas facing research in autonomous robotics.
Rodney Brooks’ (1986, 1989, 1990, 1991ab, 1995)

work in engineering robot &dquo;creatures&dquo; needs little intro-
duction to researchers .in adaptive behavior. In the mid-
eighties Brooks introduced a new methodology-based
on an analogy with natural evolution-for building &dquo;self-
sustaining&dquo; mobile robots that operate in real-time and
in un-customized human environments. This research
has had enormous influence in robotics and, together
with other contemporary work that proposed a move
towards more distributed and situated systems (e.g.
Braitenberg, 1986; Minsky, 1986), has inspired a new
research paradigm in artificial intelligence (see e.g. Meyer
& Guillot, 1990; iVlaes, 1992). A key contribution of

Brooks’ work is his proposal for a layered, distributed
control architecture for mobile robots, termed the
s~abslt~st~tiox~ architecture (5~~. Section 1 of this article

briefly- outlines the key features of the SA.
A substantial body of the neuroscience literature can

be interpreted as demonstrating layered control systems
in the vertebrate brain. In many ways the notion of lay-
ering is a common, often unspoken, assumption in con-
temporary neuroscience, however, the implications of
the layered nature of the brain are not always acknowl-
edged in a field dominated by the study of the mamma-
lian cortex. Section 2 considers work that follows in the
tradition of John Hughlings Jackson (1884/1958), a
neuropsychologist who is particularly associated with
the notion of layered competence, while Section 3 looks
for similarities between the robot design process pro-
posed by Brooks and the evolutionary history of the
vertebrate brain.
An understanding of adaptive behavior is central to

the bebavior gstems approach which stems from pioneer-
ing work in ethology by Lorenz, Tinbergen, and Baerends
(see Baerends, 1976), and has been influential Ln some
recent research in psychology and neuroscience (see
Timberlake, 1993). A key principle is that the functional
organization of the vertebrate brain can be decomposed
into multiple, semi-independent, systems dedicated to

 © 1999 International Society of Adaptive Behavior. All rights reserved. Not for commercial use or unauthorized distribution.
 at University of Sheffield on May 15, 2007 http://adb.sagepub.comDownloaded from 
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Transection studies

Diencephalic rat—

generates motivated 
sequences

Midbrain rat—

Capacity for 
individual actions

Hindbrain rat—

Component 
movements spared



Layered architecture for defense
The resolution of conflict 
problems between the 
different levels of the 
neuraxis (spinal cord, 
hind-brain, mid-brain, 
etc.) may be determined 
by vertical links

For instance, the 
vertebrate defense system 
can be viewed as a set of 
dissociable layers in 
which higher levels can 
suppress or modulate the 
outputs of lower levels

99-
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Organising principles II.
A central integrative core

Wilder Penfield
1891-1976

A group of  central, sub-cortical 
brain structures serves to 
coordinate and integrate the 
activity of  both higher- (cortical) 
and lower-level neural systems. 

This notion is captured in the notion of  
a centrencephalic dimension to nervous 
system organization



Organising principles II.
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1891-1976

A group of  central, sub-cortical 
brain structures serves to 
coordinate and integrate the 
activity of  both higher- (cortical) 
and lower-level neural systems. 

This notion is captured in the notion of  
a centrencephalic dimension to nervous 
system organization

Basal ganglia



Evolutionary neurobiology suggests that a ‘ground plan’ 
for the nervous system is shared by all vertebrate classes

Candidate mechanisms for action selection in 
the vertebrate brain

Candidate action 
selection mechanisms:

Layered conflict 
resolution 

Conflict resolution at the 
final point of entry to the 
shared motor resource

Recurrent reciprocal 
inhibition

Centralised action 
selection in the basal 
ganglia and reticular 
formation

Emergent action selection



From Eaton et al., 1995

The role of the fish 
giant Mauthner axon 
may not be to initiate 

the C-start but to 
suppress competing 

behaviors

Conflict resolution at the final point of 
entry to the shared motor resource



Reciprocal inhibitory 
connectivity has been 
identified in many different 
areas of the vertebrate brain, 
however, its functional role 
in most situations is not 
clearly understood

Gallistel has suggested that 
such circuits could play a 
role in conflict resolution at 
multiple levels of the 
vertebrate nervous system

Recurrent reciprocal inhibition



Centralised action selection mechanisms can 
scale better



Larger brains cannot support the same degree of connectivity as smaller 
ones and will “tend to show more specialisation” (Ringo, 1991)

Scaling and brain size
W

hi
te

 m
at

te
r %

Log brain weight (base 10)

(Graph  from 
Ringo, 1991)



Hypothesis: the vertebrate basal ganglia—
a specialised action selection mechanism

COMMENTARY

THE BASAL GANGLIA: A VERTEBRATE SOLUTION TO
THE SELECTION PROBLEM?

P. REDGRAVE,* T. J. PRESCOTT and K. GURNEY
Department of Psychology, University of Sheffield, Sheffield S10 2TP, U.K.

Abstract––A selection problem arises whenever two or more competing systems seek simultaneous access
to a restricted resource. Consideration of several selection architectures suggests there are significant
advantages for systems which incorporate a central switching mechanism. We propose that the vertebrate
basal ganglia have evolved as a centralized selection device, specialized to resolve conflicts over access to
limited motor and cognitive resources. Analysis of basal ganglia functional architecture and its position
within a wider anatomical framework suggests it can satisfy many of the requirements expected of an
efficient selection mechanism. � 1999 IBRO. Published by Elsevier Science Ltd.

Key words: behaviour, action, movement, switching, model, architecture.
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1. INTRODUCTION

Despite a prodigious volume of work in recent
years there is still no consensus concerning the com-
putational operations performed by the basal gan-
glia. Indeed, there is evidence linking the basal
ganglia to an extensive range of processes including
perception,9 learning,28 memory,56 attention,48 many
aspects of motor function,34,59,73 even analgesia17

and the suppression of epileptic seizures.23 To accom-
modate the rapidly accumulating wealth of informa-
tion, there is a pressing need to develop clear and
testable hypotheses concerning the computational
role(s) of the basal ganglia. This commentary seeks to
promote one such simplifying theory by exploiting

one of the recurrent ideas in basal ganglia literature
that the essential role performed by the basal ganglia
is ‘‘to select some actions/motor programmes at the
expense of others’’.5,18,22,37,65,73,81,94,95

An increasingly successful approach to the under-
standing of brain function is to combine the ‘‘top-
down’’ analysis of a behavioural problem faced by
the organism, with the ‘‘bottom-up’’ analysis of the
operation of the nervous system.3 The top-down
approach establishes the computational constraints
of the task to be solved and suggests some of the
organizational principles that might help us to inter-
pret observed characteristics of neural circuitry. The
bottom-up approach stems from neuroanatomical,
neurochemical, electrophysiological, and neuro-
behavioural analyses, and provides clues as to how
a given control problem may be decomposed and
implemented by the brain. The two approaches can

*To whom correspondence should be addressed.
Abbreviation: CS, conditioned stimulus.

Pergamon

Neuroscience Vol. 89, No. 4, pp. 1009–1023, 1999
Copyright � 1999 IBRO. Published by Elsevier Science Ltd

Printed in Great Britain. All rights reserved
0306–4522/99 $19.00+0.00PII: S0306-4522(98)00319-4

1009

Computational models of the basal
ganglia: from robots to membranes
Kevin Gurney1, Tony J. Prescott1, Jeffery R. Wickens2 and Peter Redgrave1

1Adaptive Behaviour Research Group, Department of Psychology, University of Sheffield, Sheffield S10 2TP, UK
2Department of Anatomy and Structural Biology and The Neuroscience Centre, University Otago, Dunedin, New Zealand

With the rapid accumulation of neuroscientific data
comes a pressing need to develop models that can
explain the computational processes performed by the
basal ganglia. Relevant biological information spans a
range of structural levels, from the activity of neuronal
membranes to the role of the basal ganglia in overt
behavioural control. This viewpoint presents a frame-
work for understanding the aims, limitations and
methods for testing of computational models across all
structural levels. We identify distinct modelling strate-
gies that can deliver important and complementary
insights into the nature of problems the basal ganglia
have evolved to solve, and describe methods that are
used to solve them.

In recent years, an increasing number of computational
models have addressed various aspects of basal ganglia
function. The motivation for constructing such models
derives from a pressing need to interpret the growing
mountain of complex biological data associated with the
basal ganglia. In the past, the qualitative information-flow
(‘box-and-arrow’) models of microcircuitry [1], of internal
connectivity between basal ganglia nuclei [2–4] and of
their interactions with external structures [5–7] have
been useful for interpreting a wide range of experimental
data and have guided much of the recent basal ganglia
research. However, the rapid accumulation of anatomical,
biochemical, physiological, pharmacological and beha-
vioural information is exposing the inadequacy of quali-
tative models to explain current data and predict future
experimental outcomes (Figure 1). To proceed further in
our understanding of the functional dynamics of infor-
mation processing within the basal ganglia, and its
interactions with the rest of the brain, quantitativemodels
of all aspects of basal ganglia biology will be needed. With
the expected proliferation of computational models, all
claiming various degrees of biological plausibility, it
will be important for experimentalists and modellers
alike to appreciate the different kinds and levels of
model, their underlying assumptions and limitations,
how they relate to each other, and how best to validate
them. The principal aim of the present viewpoint is,
therefore, to offer an organising framework within which a
wide spectrum of computational models of the basal
ganglia can be placed.

Our proposed framework rests on two basic ideas. The
first was originally articulated by David Marr [8] when he
proposed that brain functions address the solution of
computational problems and that these decompose into
three levels of analysis: (i) ‘what’ is being computed and
why – the computational task; (ii) ‘how’ the computation is
carried out – the algorithm; and (iii) ‘where’ the com-
putation is carried out – the implementation. The second
idea is that this tri-level analysis of Marr can be applied at
each of several structural levels of description [9] (Box 1).
Thus, computational problems might be solved in neural
components from the level of membranes to entire brain
systems – there is no preferred structural level of
modelling because each can deliver important compu-
tational insights.

The general applicability of this scheme will be
demonstrated by discussing specific examples of recent
models that deal with the analysis of computational issues
at different structural levels of the basal ganglia. We will
start with the highest-level systems models, where it is
apparent that two different but potentially complementary
modelling strategies have developed. We will then show,
with examples, how the proposed framework can also help
evaluate lower level microcircuit and membrane models of
neural function.

System-level models
The nuclei that constitute the basal ganglia are acknowl-
edged to form a functional sub-system within the wider
brain architecture (Figure 1a). Models that have sought to
understand the computational role (or roles) of the basal

Box 1. Hierarchy of structural levels for biological

descriptions of the basal ganglia and their position within

the brain [9]

(i) Central nervous system (whole brain)
(ii) Brain modules (e.g. basal ganglia, cerebellum, cortex and
hippocampus)
(iii) Nuclei within modules (e.g. striatum, globus pallidus and
substantia nigra)
(iv) Small circuits and microanatomy (e.g. mutual inhibition,
convergence and divergence)
(v) Neurons and signal codes (e.g. medium spiny neurons and
interneurons)
(vi) Synapses and membranes (e.g. spine and shaft membranes,
presynaptic and postsynaptic membranes)
(vii) Intracellular signals (e.g. second messenger systems)

Corresponding author: Peter Redgrave (p.redgrave@sheffield.ac.uk).
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Functional systems specifying action are widely distribute throughout the 
neuraxis. The striatum receives input from most of  the cortex, the limbic 

system, and motor areas of  the brainstem

Basal ganglia input—
branched pathways from sensorimotor systems



Basal ganglia output—
disinhibitory control over movement generators

Main output centers are tonically active and direct a continuous flow of  
inhibition at centers throughout the brain that directly or indirectly 

generate movement
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Striatum (D1)

Cortex

STN Striatum (D2)

SN/EPN GP

Select Control

We have developed 
(Gurney et al, 1998) a 
computational model of the  
basal ganglia viewed as 
two functional subsystems
— a selection subsystem 
and a control subsystem.

Cell populations are 
modelled as leaky 
integrators with piecewise 
linear output

Computational models at the systems level
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Modelling electrophysiological data
Ryan & Clark (1991) recorded from rat GP following 
cortical stimulation. The insets show model GP activity 
with similar patterns of excitatory and inhibitory 
transients.

traces show histograms of neuronal firing recorded from a single electrode
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Modelling electrophysiological data
Ryan & Clark (1991) recorded from rat GP following 
cortical stimulation. The insets show model GP activity 
with similar patterns of excitatory and inhibitory 
transients.

Following lesion of 
excitatory input 
from STN

traces show histograms of neuronal firing recorded from a single electrode
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Modelling electrophysiological data
Ryan & Clark (1991) recorded from rat GP following 
cortical stimulation. The insets show model GP activity 
with similar patterns of excitatory and inhibitory 
transients.

Following lesion of 
excitatory input 
from STN

Schultz (1986) recorded 
from monkey SNr during 
a behavioural task. 

The upper panel shows 
stimulated (winning) 
channel, lower panel 
unstimulated (losing) 
channel.

traces show histograms of neuronal firing recorded from a single electrode
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Including thalamic feedback loops

• Added circuits:

Humphries and Gurney et al, Neural Networks, 2002

Basal Ganglia

Motor Cortex

Thalamic
Reticular nuc.

Ventrolateral
Thalamus

VL
Ch1

VL
Ch2

VL
Ch3

TRN
Ch1

TRN
Ch2

TRN
Ch3

Cortex Cortex

Effects
Selection and switching 
maintained
Reduced distortion
Enhanced selection contrast
Greater dynamic range
Cleaner switching



Embedded in robots
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Adapted 
from 



Embedded in robots
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The evolution of the basal ganglia

From Medina & Reiner, ‘95

The main basal ganglia nuclei (or 
homologous nuclei) are found in 
the nervous systems of all classes 
of jawed vertebrates and possibly 
in all vertebrates.

The striatum, in particular, is a 
substantial structure in all 
vertebrate brains and occupies a 
roughly similar proportion of 
forebrain volume in all the 
vertebrate classes (Hodos, 1982).



Striatal domains
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Joel & Wiener 
1999

The ventral basal ganglia, a selection mechanism at the crossroads of space,
strategy, and reward.
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Nucleus accumbens
Shell
Core
Action selection
Reward prediction error
Incentive salience
Spatial navigation

A B S T R A C T

The basal ganglia are often conceptualised as three parallel domains that include all the constituent nuclei.
The ‘ventral domain’ appears tobe critical for learningflexible behaviours for exploration and foraging, as it
is the recipient of converging inputs from amygdala, hippocampal formation and prefrontal cortex,
putatively centres for stimulus evaluation, spatial navigation, and planning/contingency, respectively.
However, compared towork on thedorsal domains, the rich potential for quantitative theories andmodels
of the ventral domain remains largely untapped, and the purpose of this review is to provide the stimulus
for this work. We systematically review the ventral domain’s structures and internal organisation, and
propose a functional architecture as the basis for computational models. Using a full schematic of the
structureof inputs to theventral striatum(nucleusaccumbens core andshell),weargue for theexistenceof
many identifiable processing channels on the basis of unique combinations of afferent inputs. We then
identify the potential information represented in these channels by reconciling a broad range of studies
from the hippocampal, amygdala and prefrontal cortex literatures with known properties of the ventral
striatum from lesion, pharmacological, and electrophysiological studies. Dopamine’s key role in learning is
reviewed within the three current major computational frameworks; we also show that the shell-based
basal ganglia sub-circuits are well placed to generate the phasic burst and dip responses of dopaminergic
neurons. We detail dopamine’s modulation of ventral basal ganglia’s inputs by its actions on pre-synaptic
terminals andpost-synapticmembranes in thestriatum, arguing that thecomplexityof theseeffectshint at
computational roles for dopamine beyond current ideas. The ventral basal ganglia are revealed as a
constellation of multiple functional systems for the learning and selection of flexible behaviours and of
behavioural strategies, sharing the common operations of selection-by-disinhibition and of dopaminergic
modulation.

! 2009 Elsevier Ltd. All rights reserved.

Abbreviations: cAB, caudal accessory basal nucleus (of the amygdala); rAB, rostral accessory basal nucleus (of the amygdala); ac, anterior commissure; ACd, dorsal anterior
cingulate cortex; AId, dorsal agranular insular cortex; AIv, ventral agranular insular cortex; cBmg, caudal magnocellular basal complex (of the amygdala); rBmg, rostral
magnocellular basal complex (of the amygdala); Bpc, parvicellular basal complex (of the amygdala); DG, dentate gyrus; DLS, dorsolateral striatum; DMS, dorsomedial
striatum; EC, entorhinal cortex; Fr2, cortical ‘‘frontal region 2’’; FS, fast-spiking (interneuron); GP, globus pallidus; GPe, external division of the globus pallidus (primate); GPi,
internal division of the globus pallidus (primate); IL, infralimbic cortex; LEC, lateral entorhinal cortex; LH, lateral hypothalamus; LPO, lateral pre-optic area; LTS, low-
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The reticular formation
A brainstem substrate for behavioural integration?

 

 

The brainstem reticular formation
is a small-world, not scale-free, network

M. D. Humphries*, K. Gurney and T. J. Prescott

Adaptive Behaviour Research Group, Department of Psychology, University of Sheffield, Sheffield S10 2TP, UK

Recently, it has been demonstrated that several complex systems may have simple graph-theoretic
characterizations as so-called ‘small-world’ and ‘scale-free’ networks. These networks have also been
applied to the gross neural connectivity between primate cortical areas and the nervous system of
Caenorhabditis elegans. Here, we extend this work to a specific neural circuit of the vertebrate brain—the
medial reticular formation (RF) of the brainstem—and, in doing so, we have made three key contributions.
First, this work constitutes the first model (and quantitative review) of this important brain structure for
over three decades. Second, we have developed the first graph-theoretic analysis of vertebrate brain
connectivity at the neural network level. Third, we propose simple metrics to quantitatively assess the
extent to which the networks studied are small-world or scale-free. We conclude that the medial RF is
configured to create small-world (implying coherent rapid-processing capabilities), but not scale-free, type
networks under assumptions which are amenable to quantitative measurement.

Keywords: reticular formation; small world; scale-free; networks; computational neuroanatomy

1. INTRODUCTION
Many real-world systems can be represented as networks
(a set of nodes joined by links indicating an interaction).
Recently, graph-theorists have demonstrated that even
the most complex of these systems may have
simple characterizations. So-called ‘small-world’
(Watts & Strogatz 1998) and ‘scale-free’ (Barabasi &
Albert 1999) networks have been found within such
diverse structures as food webs, the internet, and power
grids (Albert & Barabasi 2002). These two network types
are of interest because of the special properties that are
known to ensue if the underlying network satisfies the
criteria for either or both. Recently, several authors have
studied these network types in the context of gross neural
connectivity between primate cortical areas (Hilgetag et al.
2000; Sporns et al. 2002) and between C. elegans nervous
system components (Watts & Strogatz 1998).

Our aim here is to extend this work to a specific network
of the vertebrate brain, making two key contributions.
First, thiswork constitutes the first graph-theoretic analysis
of vertebrate brain connectivity at the neural network level:
we analyse the structure of the medial reticular formation
(RF) of the brainstem due to its extraordinary configur-
ation of sensory andmotor connections (see below) and for
its relevance to our work on action selection (see §5).
Second, this work constitutes the first model—and
quantitative review—of this important brain structure for
over three decades. In addition, by applying graph-
theoretic analysis to an exploration of plausible neural
network structural models, this work contributes new
methods to the nascent field of computational neuroanat-
omy (Ascoli 1999). We believe it is useful to analyse neural
networks for their small-world and scale-free properties

because each network type conveys a set of functional
advantages compared to a true random network, and yet
the determination of network type can be made primarily
using anatomical data.

A small-world network is characterized by the following
two features. (i) Dense interconnectivity within small
groups of nodes: two common neighbours of one node are
more likely to be neighbours of each other than two nodes
selected at random. Note that if the nodes exist in physical
space, for example people or neurons, then the nodes of a
highly inter-connected group will tend to be physically
close in space. (ii) The average shortest path length is
small: to connect any two nodes only a small number of
intermediate nodes are typically traversed, due to long-
range links between the small groups of nodes (Watts &
Strogatz 1998).

In a real network, nodes are not uniformly connected.
A given node has b links—the node’s degree. Over all nodes
in the network, the degree distribution P(b) defines the
probability that a randomly selected node has b links in the
network. The corresponding cumulative degree distribution
F(b) defines the probability that a randomly selected node
has at most b links. For many real networks, this
distribution is best fitted by a power-law (F(b)wbKt,
tO0; Barabasi & Albert 1999), which is a straight line on a
log–log plot. The power-law fit implies that: (i) the
network has no ‘typical’ node, in the sense that a Gaussian
distribution would have a mean node; (ii) the distribution
is scale-invariant. Thus, networks with a power-law
distribution have been dubbed ‘scale-free’.

The identification of either small-world or scale-free
topologies implies particular dynamic properties of the
network, e.g. stability (Li & Chen 2003), which may be
beneficial to biological neural networks (see §5). The plan
of the paper is as follows. First, we review the available
data on medial RF anatomy, and propose a new structural
organization. We define two models which generate the set
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Emergent action selection

Cortical circuits have an attractor 
dynamics that limits the number of 
alternative courses of action that are 
available at a given moment

Intrinsic competitive mechanisms 
within specific cortical areas ,and 
forward and back projections between 
different cortical domains may also 
contribute to the preference for some 
courses of action over others



Emergent action selection

Selective attention, arising 
as the result of distributed 
competitive processes 
within and between brain 
regions may help to 
narrow the range of 
options available

Visual streams in macaque brain. Processing 
in each area, even the primary visual cortex, 
is subject to both top-down and bottom-up 
influences.  From Deco & Rolls, 2005



Conclusions

 Nervous systems exploit a form of modularity (near 
decomposability) but modularity raises the problem of 
integration (action selection), the first brain may even have had 
action selection as its primary role

 Evidence suggests multiple substrates for action selection in the 
vertebrate nervous system

 A key proposal is that vertebrates exploit specialized selection 
circuitry found in groups of centralized brain structures—the 
basal ganglia and medial core of the reticular formation

 The connectional economy of this design may be one the 
reasons that the vertebrate nervous system has scaled 
successfully with the evolution of animals of larger brain and 
body size


