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Abstract

We have created a stand-alone software tool, ConsensusCluster, for the analysis of high-dimensional single
nucleotide polymorphism (SNP) and gene-expressiony microarray data. Our software implements the consensus
clustering algorithm and principal component analysis to stratify the data into a given number of robust clusters.
The robustness is achieved by combining clustering results fromy data and sample resampling as well as by
averaging over varipus algorithms and parameter settings to achieve accurate, stable clustering results. We have
implemented several different clustering algorithms in the software, including K-Means, Partition Around Me-
doids, Self-Organizing Map, and Hierarchical clustering methods. After clustering the data, ConsensusCluster
generates a consensus matrix heatmap to give a useful visual representation of custer membership, and auto-
matically generates a log of selected features that distinguish each pair of clusters. ConsensusCluster gives more
robust and more reliable clusters than common software packages and, therefore, is a powerful unsupervised
learning tool that finds hidden patterns in data that might shed light on its biological interpretation. This software

is free and available from http://code.google.com/p/consensus-cluster.

Introduction

CLUSTERINC IS A WELL-KNOWN machine-learning -ap-
proach for pattern discovery in unknown data. It has
beenvused in'the field of Bioinformatics for diverse applica-
tions.such a8 cancer-elassification and’ phiviogenetic branch
identification (Excoffier, 1990; Sorlie et al., 2001 However,
many clustering algorithms have limitations, such as high
computational complexity; sampling biases; sensitivity o
data perturbation, etc., which Hmit their applicability or make
it difficult tointerpret and-generalize the results. In particular,
many methods are biased toward a particular shape in the
data, and stochastic methods, such as K-Means, can have
varying results-depending on their initial conditions (Alpay-
din, 2004). The consensus ensemble clustering algorithm at-
tempis to mitigate-these limitations ot individual clustering
algorithms by averaging over various clustering methods and
random resamplings of the data to produce robust clusters
{ Monti et al., 2003; Strehl and Ghosh, 2002). Our stand-alone
software package is called ConsensusCluster. Itis is writtenin
Python and C, and 13 supported on all major computing
platforms, either in-source form or as a binary {on the Win32
platform). Unlike single algorithm-based clustering software,
ConsensusCluster uses the consensus ensemble clustering

algorithm to combine multiple clustering methods. The pro-
gram takes as input a fab-delimited text file with sample 1Ds
located irvthe first row and gene: [Ds located in the first col-
umn It also pmvides a simple Python API for creating data

file parsers in the "parsers. py” module: Using this module, it
is possible to create parsers for any data file format containing
multiple subjects for which the feature sets are identical (e.g.,
all genes ona microarray chip).

As-the ConsensusCluster run proceeds; clustering progress
is noted in the main tab and recorded in detailed runtime log
files. In additionto clustermembership information; these log
files include lists of those features that best separate each pair
of clusters, sorted by signal-to-noise ratio’ (Hengpraprohm
and’ Chongstitvatana, 2007). When any: k-clustering run is
completed, each subsample datasef has been clustered into k
partitions, the consensus matrix is created, the data is sepa-
rated into clusters, and a clustering heatmap is placed in the
working directory. If the consensus matrix is clustered using
Hierarchical clustering (Hartigan, 1975), a dendrogram is also
added to the output to provide additional visual information
about the clustering results.

ConsensusCluster, is designed to be subclassed in the
Obiect-Orlented Programming stvle, and detailed instructions
for subclassing are provided in the code comments. Tt is our
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intention to provide a useful framework for code expansion
and enhancement, as well as to provide a stand-alone pro-
gram useful to researchers. To this end, ConsensusCluster is
built on standard: Python scientific .computing libraries, in-
cluding Numpy (Ascher et al., 2001} and Matplotlib (Hunter,
2007).

Materials and Methods

The Settings tab (Fig. 1) provides the user with simple
configuration ophions. Because clustering is typically run
multiple times at different b values, the option “k-value range”
is provided; which automatically runs the full consensus
clustering process for each & in that range. Options are also
provided for common normalization procedures such as
mean or median centring and log?2 reexpression of the data.
Several clustering methods are available, which can be chosen
in any combination through checkbox input or from the
command line.

This software package performs each.of the following ac-
tions once a data file is selected for clustering and the button
labeled " Begin Clustering” is clicked.

Principal Component Analysis (PCA) feature selection

PCA (Jolliffe, 2002; Wall et al,, 2003) 1s used to select the set
of eigenvectors that represent a user-specified fraction of the
total variation. Feature reduction is achieved by retaining only
features whose coefficients have the largest absolate values in
the selected eigenvectors. At this ime a two-dimensional PCA
plot projecting the data along-the first two principal compo=
nents is produced by ComsensusCluster {Fig. 3).
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Clustering random subsets of samples and features

Often, the quality, stability; and reliability of the clusters is
significantly.affected by askew in the dataset duetosampling
or feature set bias. For instance, when the data represents two
ormere classes, and one of the classes is either oversampled or
has an overabundance of features that are specific to it com-
pared to the other classes, simple clustering analysis will be
biased towavd “this: cluster and its properties. In- Con-
sensusCluster, for each given value of & we perform several
iterations on randomly sampled data subsets and combine
results to produce a robust clustering result. Ateach iteration;
anew dataset of user-specified size is generated by selecting a
random subset of the samples, the BNPs/genes, orboth. This
data subset is used to determine k-clusters using the selected
clustering method before a new subset is selected and clis-
tered, The clustering results from the varions data subsels are
then combined to produce the final clustering results. This is
akin fo-the machine-learping process of bootstrap aggrega-
tion; or “bagging,” which is known to reduce these biases
{Alpaydin, 2004).

Sample clustering

The software implements a number of clustering methods
for the user to chioose from, which can be selected in multiples
through checkbox.selection. or from the command line. The
methods implemented so far are as follows:

b KeMeans—clusters are partitioned around k eentroids in
feature space. K-NMeans finds local minima in sample
density space and thus:can have varying results de-
pending on stochastic initial conditions. Consensus
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FIG. 1, Settings tab from the ConsensusCluster interface, “K-value range” allows the user to perform clustering operations at
miiltiple K'values automatically. “Subsamples” and “Fraction to Sample” control random dataset generation, which reduces
the Bias introduced by both sample and feature sets, Normalization options control basic data preprocessing procedures such
as median and mean cenfering, whereas “PCA Fraction™ and “Eigenvalue Weight” control feature selectior. A number of
clustering algorithms are also available for selection in any combination, including K-Means, Self-Organizing Map, Partition

Around Medoids, and Hierarchical clustering methods.
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clustering reduces this varfance by finding the expected
value of the K-Means algorithm through. averaged re-
peats (Alpaydin; 2004).

2. Self-Organizing Map (SOM—S0M (Kohonen, 2000} is
a type ‘of neural network that works by training nodes
represented by centroids in feature space. After train-
ing, the network is used to classify the samples,

3. Partition Around  Medoids (PAM—TAN {(Kaufman
and Roussenw; 1990} attempts to select k representative
samples as ‘medofds. Tt is robust and inseénsitive to
outliers because it attermpis to minimize the sum of
dissimilarities between each sample ina cluster and its
representative medoid.

4. Hierarchical Clustering—this is an agglomerative clus-
tering method that can be run using “average,” "single,”
or “complete” linkages (Hartigan, 1975). Clusters are
determined by applying a min-cut to & clusters from the
cluster tree.

Building the consensus matrix

The software combines the results from m clustering data-
sets for # samples into a consensus matrix M. The components
My, are the-fraction of times sample 1 and sample j were
clustered together over all m

Cluster the consensus matrix

The consensus matrix M is clustered using 1 My, as the
distance wmietric, By default, average-linkage hierarchical
clustering is used, although any algorithm that accepts a
distance matrix can be used to perform-the final clustering.
When hierarchical clustering is selected, ConsensusCluster
will generate and append a dendrogram to the: consensus
matrix heatmap produced in the final step.

Reorder the consensus malrix

Finally, the consensus matrix is reordered using ‘the Si-
mulated Annealing local optimization algorithm (Alexe et al.,
2008}, This procedure attempts to optimize the placement of
similar samples closer to one another, and dissimilar samples
farther apart. This creates an informative consensus matrix
heatmap where clusters are .grouped together as “boxes”
along the diagonal. ConsensusCluster automatically saves
this image to the current folder.

Results

ConsensusCluster provides a simple; stand-alone interface
for researchers to utilize the consensus clustering algorithmn
onmumerical data. The dinterface is-‘easy o use, and requires
only a.tab-delimited text file containing samples and mea-
surements, such as can be obtained by exporting; or simply
copying and pasting, fromvan Excel spreadsheet. For explor-
atorv research, ConsensusCluster canalso be completely au-
tomated from the command line. This complex method is
performed automatically without input needed from the user,
enabling the user to focus on discovery.

The ConsensusCluster programme is useful for phvloge-
netic tree investigation independent of computationally costly
methods such as maximum likelihood trée estimation. By
clustering SNP data, for example, it is possible to reconstruct
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FIG. 2. Consensus matrix heatmap of 300 Ksmeans clus-
tering iterations, k=6, produced by ConsensusCluster dur-
ing operation. The tonsensus mattix M is produced by
assigning to each M, the fraction of times sample { and
sample [ were clustered together. Brighter spots in the
heatmap correspond 10 a greater likelihood of cluster asso-
ciation, Clusters are Hlustrated by “boxes” along the diago-
fial. The data represented are 940 genome-wide autosomal
SNP: samples taken. from. the Human Genome; Diversity
Project {Li et .al,, 2008).

an.unrooted tree based on cluster splits ' which cecurat each
k value used (Alexe et al, 2008). Simply using Con-
sensusCluster to :analyze each distinguished: cluster forms.a
hierarchical ordering of sample groups, We have analyzed
940 genome-wide autosomal SNP samples from the Human
Genome Diversity Project (Li et al, 2008), and shown that
ConsensusCluster can produce clusters based on polymor:
phisms, which, s expected, correlate well with the geo-
graphic locations where the samples were collected (Figs. 2, 3).
By continuing our analysis-at larger-and larger & values, we
can estimate the complete phylogenetic tree-of these clusters
{Alexeetal ,2008).

"This method of clustering has also been used to distinguish
robust breast:cancer tumor sublypes in genemicroarray-data
{Alexe et al., 2007). Eight subtypes of breast cancer were
identified, each with differing genetic signatures and path-
ways. These signatures were verified in the datasets of inde-
pendent studies, and it was also shown that the survival
characteristics and molecular signatures of the subtype were
significantly distinct. Congensus clustering can be used in this
way to mine clinically relevant and previously unknown
disease classifications in gene expression date {Fig. 4):

Discussion

Unsupervised clustering algorithms divide data inio
groups such that the intracluster similarity is maximized and
the intercluster similarity is minimized. Clustering metbods
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FIG, 3. PCA plot representing 940 genome-wide autosomal
SNP. samples--taken fromy the Human Genome Diversity
Project (Li et al., 2008). The colors indicate groups deter-
mined by ConsensusCluster using the K-means clustering
algorithm over 300 iterations, k =6, These groups are labeled
by the'geographical locations of their constituent samples.

can be divided into hierarchical, partitioning, probabilistic,
and grid-based methods. The consensus-clustering: method
(Monti et al, 2003) makes clusters by taking a weighted
combination of several methods, averaging for each method
over datasets obtained by bootstrapping over samples and

FIG. 4. ConsensusCluster clearly separates ER-positive and
ER-negative breast cancer tumer microarray samples a k=2,
These clinical paraméters define Juniinal-like and basal-like
breast cancer tumors, respectively (Alexe et al, 2007).
The data are composed from 237 HERZ-samples obtained
from: http://www.ncbinlmonih.gov/geo/query/accegitace=
GSE2034 (Wang et al., 2005),
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features to improve the quality and robustness of the clusters
identified, and then combining the results across all methods.
The consensus cluster approach involves two steps: {1} gen-
erate a collection of clustering solutions fora given method by
bootstrapping over samples and features, and {2) combine the
solutions to produce a single “best” clustering of the data.

There are several consensus clustering packages available
at the time of this writing. One such software is available as
part-of the Genelattern suite of genomic-analysis software
(Reich et al.; 2006}, Both ConsensusCluster and GenePattern
currently provide implementations of K-Means, Self-
Organizing Map, and Hierarchical clustering methods, as well
as Partition Around Medoids in the case of ConsensusCluster,
and Nonnegative Matrix Factorization in the case of Gene-
Pattern: Both packages also offer resampling-based clustering
to reduce data bias, However, clustering using GenelPattern’s
implementation is limited to a single clustering algorithm,
wherea ConsensusCluster allows for “any combination of
clustering methods: to- be sed to reduce algorithinic bias.
Also, Genelattern does not'support feature selection of any
kind, whereas ConsensusCluster offers PCA-based feature
selection to diminish computational complexity.

Other implementations include $C2ATmd .and CLUE:
CLUster Ensembles (Hornik, 2005; Olex, 2007). SC2ZATmd,
while-allowing for multiple miethods to participate in chus-
tering, currently only nativelv supports the K-Means and
Hierarchical clustering algorithms. In addition, it does not
support resampling of the input data, CLUE is an extensible
tramework for the R statistical software environment. As
such, it does not support any clustering algorithms natively
per se, but depends instead on separately available R pack-
ages for this functionality. It does, however, support a num-
ber of resampling schemes and .a wide variety of cluster
consensus-building algorithms, However, as a framework it
cannot be used in a stand-alone manper unlike Con-
sensusCluster because il depends-on other packages to-ac-
complish clustering tasks.

The averaging and stability analysis implicit it the boot-
strapping and consensus aggregation steps of Consensus-
Cluster identifies clusters that are stable to perturbations of
the data, choice of clustering method, and the variance of the
methods themselves. This averaging allows the identification
of strong feature signatures withineach cluster that would be
more difficult to distinguish using simple clustering metheds
{Alexe et al., 2006). For breast cancer, using the Consensits-
Cluster approach on gene expression data, we have identified
genes with -a noisedindependent differential expression
between disease classes that allowed us to understand the
brological mechanisms driving these clinically relevant sub-
types of breast cancer and their correlation with patient sui-
vival, tisk of recurience, and drug efficacy {Alexe et al., 2007).
These breast cancer subclasses are not distinguishable if a
single clustering method is applied to the data. In addition, it
is also-demonstrated in these papers that different clustering
methods applied to-the same dataset or the same clustering
method applied to subsets of the same dataset often give
diffevent clusters. This problem is vesolved only by a suitable
averaging over the clusters, which is accomplished in Con-
sensusCluster by the “congensus matiix.”

I a separate application, the same method applied to sin-
gle nucleotide polymorphisms (SNPs) in mitochondrial DINA
sequences allowed us to develop a robust and-accurate phy-
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logeny of maternal ancestry that describes the migration of
modern humans out of Africa. In this article, it was shown that
without using consensus clustering, it was not possible fo
identify robust signiatures for ititernal branch polymorphisms,
resulting in trees with peoor branch consensus (Alexe et al,
2008).

Conclusion

ConsensusCluster is an easy to use softwate package for
robust clustering analysis of high-dimensional numerical
data It can berrunpin source form alongside any Python in-
stallation, or in-stand-alone binary form on the Win32 plat-
form. The consensus clustering alporithm used has been
shown fo be more accurate and more robust when compared
with single clustering algorithms. ConsensusCluster 15 also a
framework that can be easily integrated intoexisting Python
projects, It is a powerful tool for exploratory analysis-and
classification of unknown data,
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