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The Reionization Epoch with HST
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This talk: Galaxy Build-up in the First 800 Myr
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Selection of z>7 Galaxies: Need NIR Imaging
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z>=7 galaxies can only be seen at NIR wavelengths

Lyman Break Galaxy Selection: based on IGM absorption
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NIR with WFC3 on HST

 6.5x larger field-of-view than previous NIR camera 
(NICMOS)

 3-4x more sensitive than before
 2x higher spatial resolution

➡ ~40x more efficient to explore the high-redshift universe
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0.25 arcmin

J110  NICMOS HUDF

72 orbits
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0.25 arcmin

J125  WFC3/IR HUDF

34 orbits
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Progress on z>6.5 Samples with WFC3/IR 

NICMOS: 12 galaxies (10 years of observations)

WFC3/IR: 20 galaxies (1st weeks of observations)

WFC3/IR: >100 galaxies (2 years of data)

(1st yr)
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WFC3/IR Data

 CDFS offers perfect data for z>7 
galaxy search

 Large amount of public optical 
(ACS) and NIR (WFC3) data
 HUDF09
 ERS
 CANDELS (Deep & Wide)

 Total of 160 arcmin2

 Reach to 26.9 - 29.4 AB mag
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Extended LBG Selection

 Most problematic source of contamination: 
photometric scatter of low-z galaxies

 These are expected to show flux in optical 
images: typically use <2σ criterion

 Make full use of all information in optical 
data to minimize contamination further:
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Figure 2. z850 −Y105 vs. Y105 −J125 two-color diagram we use to identify z ∼ 7
z850 dropouts over the three ultra-deep WFC3/IR HUDF09 fields (14 arcmin2).
The z − Y/Y − J colors required for our z850-dropout selection are indicated by
the gray region. z850-dropout candidates identified in the HUDF09, HUDF09-
1, and HUDF09-2 fields are shown with the blue solid circles, blue open
squares, and blue solid squares, respectively. The error bars and lower limits
are 1σ . The blue lines show the expected colors of star-forming galaxies with
UV-continuum slopes β of −3 and −2, while the red lines show the expected
colors of low-redshift contaminants. The colors of low-mass L,T dwarf stars
(e.g., Knapp et al. 2004) are indicated by the green squares. In addition to the
two-color Lyman-break selection presented, we also enforce a very strict optical
non-detection criterion involving a χ2

opt quantity (Section 3.3; Appendix D).
Through extensive simulations, we have found that a two-color LBG selection
combined with strong constraints on the optical flux allow for the robust selection
of star-forming galaxies at z ∼ 7.
(A color version of this figure is available in the online journal.)

They are also carefully crafted so that all star-forming galaxies
at z ! 6.5 are included and do not fall between our z ∼ 7 and
z ∼ 8 selections. To ensure that sources are real, we require that
sources be detected at !3.5σ in the J125 band and 3σ in the Y105
or H160 bands. This is equivalent to a detection significance of
4.5σ (when combining the J125 and Y105/H160 detections).

For both of our z ∼ 7 z850-dropout and z ∼ 8 Y105-dropout
samples, we enforce very stringent optical non-detection crite-
ria. Not only do we reject sources detected at 2σ in a single
passband or 1.5σ in more than one band, but we also com-
pute a collective χ2

opt value from all of the optical data together
and eliminate sources above specific thresholds. We outline this
procedure in Section 3.3.

To ensure that our selections do not suffer from significant
contamination from SNe or low-mass stars (both of which
have point-like profiles), we examined each of our candidate
z ∼ 7–8 galaxies with the SExtractor stellarity parameter to
identify those sources consistent with being point-like. The only
source that we identified in our fields that was point-like and
satisfied our dropout criteria was the probable SNe (03:32:34.53,
−27:47:36.0) previously identified over the HUDF (Oesch et al.
2010a: see also McLure et al. 2010; Bunker et al. 2010; Yan et al.
2010). No other point-like sources were found (or removed).

We use the above criteria to search for candidate z ! 7
galaxies over all areas of our HUDF09 fields where the WFC3/
IR observations are at least half of their maximum depth in each
field (or ∼4.7 arcmin2 per field). In total, 29 z ∼ 7 z850-dropout
sources and 24 z ∼ 8 Y105 dropouts were identified over our

Figure 3. Y105 − J125 vs. J125 − H160 two-color diagram used to identify
z ∼ 8 Y105-dropout galaxies over the three ultra-deep WFC3/IR HUDF09
fields (14 arcmin2). The Y105 − J125/J125 − H160 colors required for our Y105-
dropout selection are indicated by the gray region. The other symbols and lines
are as in Figure 2. The overlap of our color selection region with that occupied
by L and T dwarfs is not a concern—given that an exceeding small fraction of
the sources (!2%) in our selection appear to be unresolved (see Section 3.5).
In addition to the two-color Lyman-break selection presented, we also enforce a
very strict optical non-detection criterion involving a χ2

opt quantity (Section 3.3;
Appendix D). As noted in Figure 2, our extensive simulations show that these two
color criteria—combined with strict optical non-detection requirements—allow
for the robust selection of z ∼ 8 galaxies.
(A color version of this figure is available in the online journal.)

Figure 4. Redshift distributions predicted for our z ∼ 7 z850-dropout (solid
magenta lines) and z ∼ 8 Y105-dropout (solid red lines) selections over our ultra-
deep HUDF09 fields (see Section 3.2). Also shown are the redshift distributions
for our z ∼ 7 z850-dropout and z ∼ 8 Y098-dropout selections over the wide-area
ERS fields (Section 3.4: dotted magenta and red lines, respectively). Different
WFC3/IR Y-band filters are employed for the HUDF09 fields (Y105) and for the
ERS search area (Y098); the J125 and H160 filters are the same. The selection
criteria are carefully chosen to allow for a better match between the HUDF09 and
ERS redshift selection windows. The result is that the redshift distributions are
similar at z ∼ 7 and z ∼ 8. The mean redshift for our z850-dropout selections
is 6.8 and 6.7 for our HUDF09 and ERS selections, respectively. The mean
redshift for our Y105/Y098-dropout selections is 8.0 and 7.8 for our HUDF09
and ERS selections, respectively.
(A color version of this figure is available in the online journal.)

ultra-deep WFC3/IR HUDF pointing. Seventeen z ∼ 7 z850-
dropout sources and 14 z ∼ 8 Y105 dropouts were found over our
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small due to our strict optical non-detection criteria (see
next section and discussion in section 3.5).
This is illustrated in the right panel of Figure 2, where

we show the expected χ2
opt values (defined in the next

section) as a function of J125 − H160 color for different
galaxy types. Most intermediate redshift galaxies are ex-
pected to be well detected in the optical data, resulting in
logχ2

opt > 1. Only completely quiescent galaxies would
lie close to our selection box. The figure also includes
the measured values of the CANDELS z ∼ 8 candidates
(see section 3.4). The sizes of the symbols represent their
Y105−J125 colors. Our selection includes only two galax-
ies with relatively blue Y105 − J125 colors with positive
χ2
opt values between 1 and 3. These would have the high-

est probability of being lower redshift contaminants.
As a further step against interlopers, we check

each candidate for bright detections in the Spitzer
IRAC 3.6µm images available over GOODS-South (e.g.
Dickinson et al. 2003). This has proven to be a very
effective test for removing dusty contaminants in very
high-z galaxy searches in which only limited information
on the UV-continuum slope of galaxies is available (see
e.g. Oesch et al. 2011). Young, star-forming galaxies at
z > 7 with small amounts of dust reddening are expected
to show colors H160 − [3.6] ! 1 (see also Gonzalez et al.
2011). Any galaxy with significantly redder colors is
therefore likely to be a lower redshift contaminant.
Indeed, in constructing our sample, we identified one

bright (H160,AB = 24.3 mag) edge-on spiral galaxy,
which satisfied our WFC3/IR color and optical non-
detection criteria. However, this source is extremely lu-
minous in the IRAC data, with H160 − [3.6] = 2.3, and
is also clearly detected even in the [8.0] band, as ex-
pected for a heavily dust obscured source at intermedi-
ate redshift. We therefore removed it from the potential
z ∼ 8 galaxy sample (see the appendix for the position
of this source and its colors, since it is representative
of low-redshift sources whose color makes them hard-to-
remove contaminants in optical/near-IR color or SED
searches). All other sources where we could measure
IRAC fluxes (i.e. which were not completely blended
with bright foreground sources) were consistent with the
limit H160 − [3.6] < 1.

3.3. Optical Non-detections Using χ2
opt

As indicated above, one of the main challenges in se-
lecting robust LBGs is to remove intermediate redshift
contaminants. Given the high efficiency of WFC3/IR the
available ancillary optical data in most of the WFC3/IR
search fields is not appreciably deeper than the new IR
data (see e.g. Table 1). Thus at the faintest magnitudes
even a 2σ-nondetection criterion, which is the standard
that is used in LBG selections, is not sufficiently effective
to eliminate faint, dusty interlopers.
In previous papers (e.g. Bouwens et al. 2011c), we have

developed an efficient method for eliminating low-z con-
taminants by making full use of all the information in the
optical data. In particular, for each galaxy we compute
an optical χ2

opt value from its aperture flux measurements
of all optical bands as

χ2
opt =

∑
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Fig. 3.— The optical χ2 non-detection criterion in the CAN-
DELS Deep data. The histograms show the different distribution
functions for empty sky positions (gray filled), as well as what is
expected for contaminants based on our simulations. True z ∼ 8
sources will have a distribution like the gray empty sky distribu-
tion. The orange distribution is based on simulations using galaxies
from the HUDF09 to which we applied Gaussian flux scatter ap-
propriate to our ∼ 2 mag shallower CANDELS data. The dark red
histogram corresponds to simulations using brighter galaxies in the
CANDELS field itself, which are dimmed and have the appropri-
ate flux scatter applied. The distributions from the two simulations
are very similar. The dark red filled histogram represents the frac-
tion of all contaminants that satisfy the color and non-detection
criteria, but which lie below the adopted χ2

opt limit of 3.0 (see
text), and which would be confused with real z ∼ 8 objects. With
this cut we are able to reduce the contamination rate by a factor
∼ 3-4 (the ratio of the dark red area to the total). The residual
contamination in our fields is expected to be about 1 source in the
CANDELS Deep data and < 0.1 in CANDELS Wide giving a total
contamination rate of about 10%.

where i runs over B435 V606 i775 and z850.
For real high-redshift candidates the χ2

opt distribution
is expected to be centered around zero, while for contam-
inants the distribution is skewed toward positive values.
Therefore, by removing galaxies with values above some
limiting value χ2

lim it is possible to significantly reduce
the number of contaminants in LBG samples.
The adopted limiting value is derived from two differ-

ent sets of simulations. The results are shown in Figure
3 where we compare the observed χ2

opt to those from our
simulations to establish the limiting value.
The first simulation is based on the HUDF09 data,

where the available optical and WFC3/IR data are ∼
1.5− 2 mag deeper than in the fields studied here. At a
given H160,AB magnitude, this allows us to check what
fraction of sources would contaminate our sample, if they
were observed at the shallower depth of our data. We use
a Monte-Carlo simulation in which we apply Gaussian
scatter to the fluxes of the HUDF09 sources scaled to
the depth of the CANDELS Deep and Wide data. We
then compute the χ2

opt values for all sources which did not
satisfy our selection criteria in the ultra-deep data, but
which would have been selected and would have passed
the optical 2σ non-detection criterion. The distribution
of χ2

opt values of these contaminants is shown in Figure
3 as an orange histogram.
For the second simulation, we use brighter sources di-

rectly from the CANDELS fields which are dimmed to
fainter magnitudes. Thanks to the wider area relative to
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photometric scatter of low-z galaxies

 These are expected to show flux in optical 
images: typically use <2σ criterion

 Make full use of all information in optical 
data to minimize contamination further:
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small due to our strict optical non-detection criteria (see
next section and discussion in section 3.5).
This is illustrated in the right panel of Figure 2, where

we show the expected χ2
opt values (defined in the next

section) as a function of J125 − H160 color for different
galaxy types. Most intermediate redshift galaxies are ex-
pected to be well detected in the optical data, resulting in
logχ2

opt > 1. Only completely quiescent galaxies would
lie close to our selection box. The figure also includes
the measured values of the CANDELS z ∼ 8 candidates
(see section 3.4). The sizes of the symbols represent their
Y105−J125 colors. Our selection includes only two galax-
ies with relatively blue Y105 − J125 colors with positive
χ2
opt values between 1 and 3. These would have the high-

est probability of being lower redshift contaminants.
As a further step against interlopers, we check

each candidate for bright detections in the Spitzer
IRAC 3.6µm images available over GOODS-South (e.g.
Dickinson et al. 2003). This has proven to be a very
effective test for removing dusty contaminants in very
high-z galaxy searches in which only limited information
on the UV-continuum slope of galaxies is available (see
e.g. Oesch et al. 2011). Young, star-forming galaxies at
z > 7 with small amounts of dust reddening are expected
to show colors H160 − [3.6] ! 1 (see also Gonzalez et al.
2011). Any galaxy with significantly redder colors is
therefore likely to be a lower redshift contaminant.
Indeed, in constructing our sample, we identified one

bright (H160,AB = 24.3 mag) edge-on spiral galaxy,
which satisfied our WFC3/IR color and optical non-
detection criteria. However, this source is extremely lu-
minous in the IRAC data, with H160 − [3.6] = 2.3, and
is also clearly detected even in the [8.0] band, as ex-
pected for a heavily dust obscured source at intermedi-
ate redshift. We therefore removed it from the potential
z ∼ 8 galaxy sample (see the appendix for the position
of this source and its colors, since it is representative
of low-redshift sources whose color makes them hard-to-
remove contaminants in optical/near-IR color or SED
searches). All other sources where we could measure
IRAC fluxes (i.e. which were not completely blended
with bright foreground sources) were consistent with the
limit H160 − [3.6] < 1.

3.3. Optical Non-detections Using χ2
opt

As indicated above, one of the main challenges in se-
lecting robust LBGs is to remove intermediate redshift
contaminants. Given the high efficiency of WFC3/IR the
available ancillary optical data in most of the WFC3/IR
search fields is not appreciably deeper than the new IR
data (see e.g. Table 1). Thus at the faintest magnitudes
even a 2σ-nondetection criterion, which is the standard
that is used in LBG selections, is not sufficiently effective
to eliminate faint, dusty interlopers.
In previous papers (e.g. Bouwens et al. 2011c), we have

developed an efficient method for eliminating low-z con-
taminants by making full use of all the information in the
optical data. In particular, for each galaxy we compute
an optical χ2

opt value from its aperture flux measurements
of all optical bands as

χ2
opt =

∑
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Fig. 3.— The optical χ2 non-detection criterion in the CAN-
DELS Deep data. The histograms show the different distribution
functions for empty sky positions (gray filled), as well as what is
expected for contaminants based on our simulations. True z ∼ 8
sources will have a distribution like the gray empty sky distribu-
tion. The orange distribution is based on simulations using galaxies
from the HUDF09 to which we applied Gaussian flux scatter ap-
propriate to our ∼ 2 mag shallower CANDELS data. The dark red
histogram corresponds to simulations using brighter galaxies in the
CANDELS field itself, which are dimmed and have the appropri-
ate flux scatter applied. The distributions from the two simulations
are very similar. The dark red filled histogram represents the frac-
tion of all contaminants that satisfy the color and non-detection
criteria, but which lie below the adopted χ2

opt limit of 3.0 (see
text), and which would be confused with real z ∼ 8 objects. With
this cut we are able to reduce the contamination rate by a factor
∼ 3-4 (the ratio of the dark red area to the total). The residual
contamination in our fields is expected to be about 1 source in the
CANDELS Deep data and < 0.1 in CANDELS Wide giving a total
contamination rate of about 10%.

where i runs over B435 V606 i775 and z850.
For real high-redshift candidates the χ2

opt distribution
is expected to be centered around zero, while for contam-
inants the distribution is skewed toward positive values.
Therefore, by removing galaxies with values above some
limiting value χ2

lim it is possible to significantly reduce
the number of contaminants in LBG samples.
The adopted limiting value is derived from two differ-

ent sets of simulations. The results are shown in Figure
3 where we compare the observed χ2

opt to those from our
simulations to establish the limiting value.
The first simulation is based on the HUDF09 data,

where the available optical and WFC3/IR data are ∼
1.5− 2 mag deeper than in the fields studied here. At a
given H160,AB magnitude, this allows us to check what
fraction of sources would contaminate our sample, if they
were observed at the shallower depth of our data. We use
a Monte-Carlo simulation in which we apply Gaussian
scatter to the fluxes of the HUDF09 sources scaled to
the depth of the CANDELS Deep and Wide data. We
then compute the χ2

opt values for all sources which did not
satisfy our selection criteria in the ultra-deep data, but
which would have been selected and would have passed
the optical 2σ non-detection criterion. The distribution
of χ2

opt values of these contaminants is shown in Figure
3 as an orange histogram.
For the second simulation, we use brighter sources di-

rectly from the CANDELS fields which are dimmed to
fainter magnitudes. Thanks to the wider area relative to
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small due to our strict optical non-detection criteria (see
next section and discussion in section 3.5).
This is illustrated in the right panel of Figure 2, where

we show the expected χ2
opt values (defined in the next

section) as a function of J125 − H160 color for different
galaxy types. Most intermediate redshift galaxies are ex-
pected to be well detected in the optical data, resulting in
logχ2

opt > 1. Only completely quiescent galaxies would
lie close to our selection box. The figure also includes
the measured values of the CANDELS z ∼ 8 candidates
(see section 3.4). The sizes of the symbols represent their
Y105−J125 colors. Our selection includes only two galax-
ies with relatively blue Y105 − J125 colors with positive
χ2
opt values between 1 and 3. These would have the high-

est probability of being lower redshift contaminants.
As a further step against interlopers, we check

each candidate for bright detections in the Spitzer
IRAC 3.6µm images available over GOODS-South (e.g.
Dickinson et al. 2003). This has proven to be a very
effective test for removing dusty contaminants in very
high-z galaxy searches in which only limited information
on the UV-continuum slope of galaxies is available (see
e.g. Oesch et al. 2011). Young, star-forming galaxies at
z > 7 with small amounts of dust reddening are expected
to show colors H160 − [3.6] ! 1 (see also Gonzalez et al.
2011). Any galaxy with significantly redder colors is
therefore likely to be a lower redshift contaminant.
Indeed, in constructing our sample, we identified one

bright (H160,AB = 24.3 mag) edge-on spiral galaxy,
which satisfied our WFC3/IR color and optical non-
detection criteria. However, this source is extremely lu-
minous in the IRAC data, with H160 − [3.6] = 2.3, and
is also clearly detected even in the [8.0] band, as ex-
pected for a heavily dust obscured source at intermedi-
ate redshift. We therefore removed it from the potential
z ∼ 8 galaxy sample (see the appendix for the position
of this source and its colors, since it is representative
of low-redshift sources whose color makes them hard-to-
remove contaminants in optical/near-IR color or SED
searches). All other sources where we could measure
IRAC fluxes (i.e. which were not completely blended
with bright foreground sources) were consistent with the
limit H160 − [3.6] < 1.

3.3. Optical Non-detections Using χ2
opt

As indicated above, one of the main challenges in se-
lecting robust LBGs is to remove intermediate redshift
contaminants. Given the high efficiency of WFC3/IR the
available ancillary optical data in most of the WFC3/IR
search fields is not appreciably deeper than the new IR
data (see e.g. Table 1). Thus at the faintest magnitudes
even a 2σ-nondetection criterion, which is the standard
that is used in LBG selections, is not sufficiently effective
to eliminate faint, dusty interlopers.
In previous papers (e.g. Bouwens et al. 2011c), we have

developed an efficient method for eliminating low-z con-
taminants by making full use of all the information in the
optical data. In particular, for each galaxy we compute
an optical χ2

opt value from its aperture flux measurements
of all optical bands as

χ2
opt =
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Fig. 3.— The optical χ2 non-detection criterion in the CAN-
DELS Deep data. The histograms show the different distribution
functions for empty sky positions (gray filled), as well as what is
expected for contaminants based on our simulations. True z ∼ 8
sources will have a distribution like the gray empty sky distribu-
tion. The orange distribution is based on simulations using galaxies
from the HUDF09 to which we applied Gaussian flux scatter ap-
propriate to our ∼ 2 mag shallower CANDELS data. The dark red
histogram corresponds to simulations using brighter galaxies in the
CANDELS field itself, which are dimmed and have the appropri-
ate flux scatter applied. The distributions from the two simulations
are very similar. The dark red filled histogram represents the frac-
tion of all contaminants that satisfy the color and non-detection
criteria, but which lie below the adopted χ2

opt limit of 3.0 (see
text), and which would be confused with real z ∼ 8 objects. With
this cut we are able to reduce the contamination rate by a factor
∼ 3-4 (the ratio of the dark red area to the total). The residual
contamination in our fields is expected to be about 1 source in the
CANDELS Deep data and < 0.1 in CANDELS Wide giving a total
contamination rate of about 10%.

where i runs over B435 V606 i775 and z850.
For real high-redshift candidates the χ2

opt distribution
is expected to be centered around zero, while for contam-
inants the distribution is skewed toward positive values.
Therefore, by removing galaxies with values above some
limiting value χ2

lim it is possible to significantly reduce
the number of contaminants in LBG samples.
The adopted limiting value is derived from two differ-

ent sets of simulations. The results are shown in Figure
3 where we compare the observed χ2

opt to those from our
simulations to establish the limiting value.
The first simulation is based on the HUDF09 data,

where the available optical and WFC3/IR data are ∼
1.5− 2 mag deeper than in the fields studied here. At a
given H160,AB magnitude, this allows us to check what
fraction of sources would contaminate our sample, if they
were observed at the shallower depth of our data. We use
a Monte-Carlo simulation in which we apply Gaussian
scatter to the fluxes of the HUDF09 sources scaled to
the depth of the CANDELS Deep and Wide data. We
then compute the χ2

opt values for all sources which did not
satisfy our selection criteria in the ultra-deep data, but
which would have been selected and would have passed
the optical 2σ non-detection criterion. The distribution
of χ2

opt values of these contaminants is shown in Figure
3 as an orange histogram.
For the second simulation, we use brighter sources di-

rectly from the CANDELS fields which are dimmed to
fainter magnitudes. Thanks to the wider area relative to

Empty sky, i.e. real 
high-z sources

Simulated contaminants with 
<2σ in all optical bands 

➡ Reduction of contamination by factor ~3-4x
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Galaxy Build-up Based on the 
UV Luminosity Function

WFC3/IR probes rest-frame UV,
after dust-correction this is proportional to SFR
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z~7 LF from HST and from Ground
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TABLE 5
Determinations of the best-fit Schechter Parameters for
the rest-frame UV LFs at z ∼ 7 and z ∼ 8 and at z∼4, 5, 6

from Bouwens et al. (2007).

Dropout φ∗ (10−3

Sample Redshift M∗
UV

a Mpc−3) α

z 6.8 −20.14 ± 0.26 0.86+0.70
−0.39 −2.01 ± 0.21

Y b 8.0 −20.10 ± 0.52 0.59+1.01
−0.37 −1.91 ± 0.32

—————————————————————–
B 3.8 −20.98 ± 0.10 1.3± 0.2 −1.73 ± 0.05
V 5.0 −20.64 ± 0.13 1.0± 0.3 −1.66 ± 0.09
i 5.9 −20.24 ± 0.19 1.4+0.6

−0.4 −1.74 ± 0.16

a Values of M∗
UV are at 1600 Å for the Bouwens et al. (2007) z ∼ 4,

z ∼ 5, and z ∼ 7 LFs, at ∼ 1350 Å for the Bouwens et al. (2007)
z ∼ 6 LF, and at ∼ 1750 Å for our constraints on the z ∼ 8
LF. Since z∼6-8 galaxies are blue (β ∼ −2: Stanway et al. 2005;
Bouwens et al. 2006, 2009, 2010a), we expect the value of M∗

UV to

be very similar (! 0.1 mag) at 1600 Å to its value quoted here.
b The derived Schechter parameters depend significantly on
whether we include or exclude the two brightest (∼26 AB mag)
z ∼ 8 galaxies in the HUDF09-2 field. If we exclude the two bright-
est galaxies (assuming they represent a rare overdensity), we derive
a significantly fainter characteristic luminosity M∗ and larger nor-
malization φ∗: M∗ = −19.54± 0.56, φ∗ = 1.5+2.9

−1.0 × 10−3 Mpc−3,
α = −1.67± 0.40.

shape of the LF. To provide a normalization for the LF,
we require that the total number of z ∼ 7-8 galaxies
we predict from Eq. 4 in our search fields matches those
we actually find (after correcting for contamination: see
Table 9 and Appendix B for details on how the precise
corrections depend on search field and the luminosity of
the sources).
By applying the above maximum likelihood procedure

to our ERS, HUDF09, HUDF09-1, and HUDF09-2 z ∼ 7
samples, we derive the stepwise LF at z ∼ 7. The result-
ing LF is presented in Table 3 and Figure 8 (red circles).
The z ∼ 7 LFs inferred from our z ∼ 7 ERS samples
alone are shown separately (black squares) to demon-
strate the consistency of our derived LFs in both the
wide-area and ultra-deep data. Also included in Figure 8
are the LF determinations at z ∼ 7 from two wide-area
searches (Ouchi et al. 2009; Bouwens et al. 2010c: see
Table 4). These searches are important in establishing
the shape of the LF at very high luminosities (! −21 AB
mag).

5.2. z ∼ 7 LF: Representation with a Schechter
Parameterization

In the present section, we consider representations
of the z ∼ 7 LF with a Schechter parameterization

(φ∗(ln(10)/2.5)10−0.4(M−M∗)αe−10−0.4(M−M∗)
). This pa-

rameterization features an exponential cut-off at high
luminosities and a power-law shape at fainter luminosi-
ties. Such a parametrization has been almost universal in
characterizing the shape of the galaxy LF since it works
so well. From the results of the previous section (e.g.,
Figure 8), it also appears to be relevant in describing the
LF of z ∼ 7 galaxies.
As with our stepwise LF determinations, we use a max-

imum likelihood approach that considers only the shape
of the LF in deriving the best-fit Schechter parameters.
The approach is analogous to that developed by Sandage
et al. (1979), but is formulated in terms of the apparent

Fig. 8.— (upper) Rest-frame UV LF determination at z ∼ 7
determined from the present WFC3/IR z ∼ 7 samples (§5.1). The
red circles, red downward arrow, and red line show our stepwise LF
determination, the 1σ upper limit we have on the bright end of the
LF from our WFC3/IR z ∼ 7 searches, and best-fit Schechter LF,
respectively. Also included in the upper panel are the LFs derived
from a wide-area Subaru Suprime-Cam search (Ouchi et al. 2009),
a wide-area NICMOS+ISAAC+MOIRCS search (Bouwens et al.
2010c: see also Mannucci et al. 2007; Stanway et al. 2008; Henry
et al. 2009), and a wide-area HAWK-I search (Castellano et al.
2010b). The black squares show the z ∼ 7 LF constraints from
the wide-area ERS observations. These match up well with the LF
constraints obtained from the deeper HUDF09 observations. The
dotted red lines show the approximate asymptotic behavior (linear
fit) of the z ∼ 7 LF at the bright and faint ends. Together they
illustrate the existence of a likely break in the LF at −20 AB mag.
(lower) 68% and 95% confidence intervals on the characteristic
luminosity M∗ and faint-end slope α from our WFC3/IR samples
(dotted black lines: §5.2). Stronger constraints on M∗ and α can
be obtained by incorporating wide-area z ∼ 7 search results (solid
red lines).

magnitude distribution (see §3.1 of Bouwens et al. 2007).
The approach has the important advantage that it is al-
most entirely insensitive to large-scale structure effects
(see Appendix C of Bouwens et al. 2007).
To perform this likelihood analysis, we start with var-

ious Schechter parameter combinations, calculate the
equivalent stepwise LF φk’s (adopting 0.1 mag bins), and
then make use of Eq. 2 and 4. This technique allows us to
set constraints on the characteristic luminosity M∗ and

HST: well-sampled faint end
Extremely steep slope: α ~ -2

Bouwens+11c
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Figure 8. Upper: rest-frame UV LF determination at z ∼ 7 determined from the
present WFC3/IR z ∼ 7 samples (Section 5.1). The red circles, red downward
arrow, and red line show our stepwise LF determination, the 1σ upper limit
we have on the bright end of the LF from our WFC3/IR z ∼ 7 searches, and
best-fit Schechter LF, respectively. Also included in the upper panel are the LFs
derived from a wide-area Subaru Suprime-Cam search (Ouchi et al. 2009), a
wide-area NICMOS+ISAAC+MOIRCS search (Bouwens et al. 2010c: see also
Mannucci et al. 2007; Stanway et al. 2008; Henry et al. 2009), and a wide-area
HAWK-I search (Castellano et al. 2010b). The black squares show the z ∼ 7
LF constraints from the wide-area ERS observations. These match up well with
the LF constraints obtained from the deeper HUDF09 observations. The dotted
red lines show the approximate asymptotic behavior (linear fit) of the z ∼ 7
LF at the bright and faint ends. Together they illustrate the existence of a likely
break in the LF at −20 AB mag. Lower: 68% and 95% confidence intervals
on the characteristic luminosity M∗ and faint-end slope α from our WFC3/IR
samples (dotted black lines: Section 5.2). Stronger constraints on M∗ and α can
be obtained by incorporating wide-area z ∼ 7 search results (solid red lines).
(A color version of this figure is available in the online journal.)

Appendix B for details on how the precise corrections depend
on search field and the luminosity of the sources).

By applying the above maximum likelihood procedure to our
ERS, HUDF09, HUDF09-1, and HUDF09-2 z ∼ 7 samples, we
derive the stepwise LF at z ∼ 7. The resulting LF is presented
in Table 3 and Figure 8 (red circles). The z ∼ 7 LFs inferred
from our z ∼ 7 ERS samples alone are shown separately (black
squares) to demonstrate the consistency of our derived LFs in
both the wide-area and ultra-deep data. Also included in Figure 8
are the LF determinations at z ∼ 7 from two wide-area searches
(Ouchi et al. 2009; Bouwens et al. 2010c; see Table 4). These
searches are important in establishing the shape of the LF at
very high luminosities (!−21 AB mag).

5.2. z ∼ 7 LF: Representation with a Schechter
Parameterization

In the present section, we consider representations
of the z ∼ 7 LF with a Schechter parameterization
(φ∗(ln(10)/2.5)10−0.4(M−M∗)αe−10−0.4(M−M∗ )

). This parameteriza-

Table 3
Stepwise Constraints on the Rest-frame UV LF at z ∼ 7 and z ∼ 8

(Sections 5.1 and 5.3)a

MUV,AB
c φk (Mpc−3 mag−1)

z dropouts (z ∼ 7)
−21.36 <0.00002b

−20.80 0.00016 ± 0.00009
−20.30 0.00015 ± 0.00009
−19.80 0.00050 ± 0.00021
−19.30 0.00104 ± 0.00035
−18.80 0.00234 ± 0.00068
−18.30 0.00340 ± 0.00096
−17.80 0.00676 ± 0.00207

Y dropouts (z ∼ 8)
−21.55 <0.00001b

−20.74 0.00011 ± 0.00007
−20.14 0.00025 ± 0.00012
−19.54 0.00039 ± 0.00017
−18.94 0.00103 ± 0.00035
−18.34 0.00156 ± 0.00072
−17.74 0.00452 ± 0.00207

Notes.
a These stepwise LFs are also shown in Figures 8 and 9.
b Upper limits here are 1σ (68% confidence).
c The effective rest-frame wavelength is ∼1600 Å for our z ∼ 7
selection and ∼1760 Å for our z ∼ 8 selection.

tion features an exponential cutoff at high luminosities and a
power-law shape at fainter luminosities. Such a parameteriza-
tion has been almost universal in characterizing the shape of
the galaxy LF since it works so well. From the results of the
previous section (e.g., Figure 8), it also appears to be relevant
in describing the LF of z ∼ 7 galaxies.

As with our stepwise LF determinations, we use a maximum
likelihood approach that considers only the shape of the LF
in deriving the best-fit Schechter parameters. The approach
is analogous to that developed by Sandage et al. (1979), but
is formulated in terms of the apparent magnitude distribution
(see Section 3.1 of Bouwens et al. 2007). The approach has
the important advantage that it is almost entirely insensitive to
large-scale structure effects (see Appendix C of Bouwens et al.
2007).

To perform this likelihood analysis, we start with various
Schechter parameter combinations, calculate the equivalent
stepwise LF φk’s (adopting 0.1 mag bins), and then make use of
Equations (2) and (4). This technique allows us to set constraints
on the characteristic luminosity M∗ and faint-end slope α. The
lower panel of Figure 8 (dotted black lines) shows the 68% and
95% confidence intervals we are able to obtain on the z ∼ 7 LF.

Inspecting this lower panel, we see that there is a large degree
of freedom in the Schechter parameters M∗ and α allowed by
our search results. The principal reason for this latitude (which
occurs despite the large number of sources and large luminosity
range) lies in the almost featureless power-law shape exhibited
by the LF at z ∼ 7 (Figure 8, top panel). This restricts us
to characteristic luminosities M∗ brighter than ∼ − 19.7 and
approximate power-law slopes α of −2.0.

To obtain much tighter constraints on the Schechter param-
eters α and M∗, we need to incorporate observations which
allow us to resolve more distinct features in the LF (e.g., the
expected break at brighter magnitudes that is not apparent in
our small-area HUDF09+ERS data sets). Such constraints can
be obtained by combining our WFC3/IR results with wide-area
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TABLE 5
Determinations of the best-fit Schechter Parameters for
the rest-frame UV LFs at z ∼ 7 and z ∼ 8 and at z∼4, 5, 6

from Bouwens et al. (2007).

Dropout φ∗ (10−3

Sample Redshift M∗
UV

a Mpc−3) α

z 6.8 −20.14 ± 0.26 0.86+0.70
−0.39 −2.01 ± 0.21

Y b 8.0 −20.10 ± 0.52 0.59+1.01
−0.37 −1.91 ± 0.32

—————————————————————–
B 3.8 −20.98 ± 0.10 1.3± 0.2 −1.73 ± 0.05
V 5.0 −20.64 ± 0.13 1.0± 0.3 −1.66 ± 0.09
i 5.9 −20.24 ± 0.19 1.4+0.6

−0.4 −1.74 ± 0.16

a Values of M∗
UV are at 1600 Å for the Bouwens et al. (2007) z ∼ 4,

z ∼ 5, and z ∼ 7 LFs, at ∼ 1350 Å for the Bouwens et al. (2007)
z ∼ 6 LF, and at ∼ 1750 Å for our constraints on the z ∼ 8
LF. Since z∼6-8 galaxies are blue (β ∼ −2: Stanway et al. 2005;
Bouwens et al. 2006, 2009, 2010a), we expect the value of M∗

UV to

be very similar (! 0.1 mag) at 1600 Å to its value quoted here.
b The derived Schechter parameters depend significantly on
whether we include or exclude the two brightest (∼26 AB mag)
z ∼ 8 galaxies in the HUDF09-2 field. If we exclude the two bright-
est galaxies (assuming they represent a rare overdensity), we derive
a significantly fainter characteristic luminosity M∗ and larger nor-
malization φ∗: M∗ = −19.54± 0.56, φ∗ = 1.5+2.9

−1.0 × 10−3 Mpc−3,
α = −1.67± 0.40.

shape of the LF. To provide a normalization for the LF,
we require that the total number of z ∼ 7-8 galaxies
we predict from Eq. 4 in our search fields matches those
we actually find (after correcting for contamination: see
Table 9 and Appendix B for details on how the precise
corrections depend on search field and the luminosity of
the sources).
By applying the above maximum likelihood procedure

to our ERS, HUDF09, HUDF09-1, and HUDF09-2 z ∼ 7
samples, we derive the stepwise LF at z ∼ 7. The result-
ing LF is presented in Table 3 and Figure 8 (red circles).
The z ∼ 7 LFs inferred from our z ∼ 7 ERS samples
alone are shown separately (black squares) to demon-
strate the consistency of our derived LFs in both the
wide-area and ultra-deep data. Also included in Figure 8
are the LF determinations at z ∼ 7 from two wide-area
searches (Ouchi et al. 2009; Bouwens et al. 2010c: see
Table 4). These searches are important in establishing
the shape of the LF at very high luminosities (! −21 AB
mag).

5.2. z ∼ 7 LF: Representation with a Schechter
Parameterization

In the present section, we consider representations
of the z ∼ 7 LF with a Schechter parameterization

(φ∗(ln(10)/2.5)10−0.4(M−M∗)αe−10−0.4(M−M∗)
). This pa-

rameterization features an exponential cut-off at high
luminosities and a power-law shape at fainter luminosi-
ties. Such a parametrization has been almost universal in
characterizing the shape of the galaxy LF since it works
so well. From the results of the previous section (e.g.,
Figure 8), it also appears to be relevant in describing the
LF of z ∼ 7 galaxies.
As with our stepwise LF determinations, we use a max-

imum likelihood approach that considers only the shape
of the LF in deriving the best-fit Schechter parameters.
The approach is analogous to that developed by Sandage
et al. (1979), but is formulated in terms of the apparent

Fig. 8.— (upper) Rest-frame UV LF determination at z ∼ 7
determined from the present WFC3/IR z ∼ 7 samples (§5.1). The
red circles, red downward arrow, and red line show our stepwise LF
determination, the 1σ upper limit we have on the bright end of the
LF from our WFC3/IR z ∼ 7 searches, and best-fit Schechter LF,
respectively. Also included in the upper panel are the LFs derived
from a wide-area Subaru Suprime-Cam search (Ouchi et al. 2009),
a wide-area NICMOS+ISAAC+MOIRCS search (Bouwens et al.
2010c: see also Mannucci et al. 2007; Stanway et al. 2008; Henry
et al. 2009), and a wide-area HAWK-I search (Castellano et al.
2010b). The black squares show the z ∼ 7 LF constraints from
the wide-area ERS observations. These match up well with the LF
constraints obtained from the deeper HUDF09 observations. The
dotted red lines show the approximate asymptotic behavior (linear
fit) of the z ∼ 7 LF at the bright and faint ends. Together they
illustrate the existence of a likely break in the LF at −20 AB mag.
(lower) 68% and 95% confidence intervals on the characteristic
luminosity M∗ and faint-end slope α from our WFC3/IR samples
(dotted black lines: §5.2). Stronger constraints on M∗ and α can
be obtained by incorporating wide-area z ∼ 7 search results (solid
red lines).

magnitude distribution (see §3.1 of Bouwens et al. 2007).
The approach has the important advantage that it is al-
most entirely insensitive to large-scale structure effects
(see Appendix C of Bouwens et al. 2007).
To perform this likelihood analysis, we start with var-

ious Schechter parameter combinations, calculate the
equivalent stepwise LF φk’s (adopting 0.1 mag bins), and
then make use of Eq. 2 and 4. This technique allows us to
set constraints on the characteristic luminosity M∗ and

Ground-based data extremely useful for bright end constraints

See also: Oesch+10, Bunker+10, Finkelstein+10, Yan+10, Wilkins+10/11, McLure+10
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Figure 9. Upper: rest-frame UV LF at z ∼ 8 (see Section 5.3). The red circles
show the stepwise LF for the WFC3/IR HUDF09+ERS z ∼ 8 sample. The
red downward arrow shows the 1σ upper limit on the bright end of the LF
from our WFC3/IR z ∼ 8 search. The black points show the stepwise LF at
z ∼ 8 derived from the z ∼ 8 ERS search. The dashed black line shows the
best-fit power-law representation while the red line is for the Schechter fit. The
faint-end slope α for the z ∼ 7 LF (α = −2.01) is indicated on this figure
with the dotted red line. The dotted blue line shows the approximate cutoff
observed at the bright end of z ! 7 LFs. The green upper limit (at −22.25 mag)
is based upon a recent wide-area z ∼ 8 Y-dropout HAWK-I search (Castellano
et al. 2010b). See also the caption to Figure 8. Note that the brightest points
in our z ∼ 8 LF are significantly affected by the three bright sources in the
HUDF09-2 field (compare the brightest red point with the black square: based
upon the ERS search). Lower: 68% and 95% maximum likelihood contours on
the characteristic luminosity M∗ and the faint-end slope α inferred for the LF
at z ∼ 8.
(A color version of this figure is available in the online journal.)

our fields. The most notable case is over the HUDF09-2 field
where four bright H160,AB ! 27 z ∼ 8 galaxy candidates are
found, two lying within 3′′ of each other (UDF092y-03781204,
UDF092y-03751196) and a third H160 ∼ 27 candidate within
30′′ (UDF092y-04640529; see Table 16), each of which have
similar Y105 − J125 colors and presumably redshifts. As a result
of such variations, the bright end of the z ∼ 8 LF is understand-
ably still quite uncertain, with some differences between that
derived from the ERS observations alone (black squares) and
from the combined HUDF09 + ERS results (red circles).

Despite the still somewhat sizeable uncertainties, we can
model the z ∼ 8 LF using a Schechter function and derive
constraints on the relevant parameters. Formal fits yield best-fit
Schechter parameters of α = −1.91 ± 0.32, M∗ = −20.10 ±
0.52, and φ∗ = 0.59+1.01

−0.37 × 10−3 Mpc−3 for the z ∼ 8 LF.11

11 The derived Schechter parameters depend significantly on whether we
include or exclude the two brightest (∼26 AB mag) z ∼ 8 galaxies in the
HUDF09-2 field. If we exclude the two brightest galaxies (assuming they
represent a rare overdensity), we derive a significantly fainter characteristic
luminosity M∗ and larger normalization φ∗: M∗ = −19.54 ± 0.56,
φ∗ = 1.5+2.9

−1.0 × 10−3 Mpc−3, and α = −1.67 ± 0.40.

Figure 10. Rest-frame UV LF determinations for galaxies at z ∼ 7
(Section 6.1.1). Shown are the UV LF from this paper (red circles and red
downward arrow) and from Bouwens et al. (2010c, open red circles), Oesch
et al. (2010a, purple circles), Ouchi et al. (2009, black squares), Castellano et al.
(2010b, green squares), McLure et al. (2010, blue squares), and Bouwens et al.
(2008, black crosses). Constraints from Wilkins et al. (2011) are similar, but are
not shown to reduce confusion. See Table 6 for a comparison of the Schechter
parameters derived here for the z ∼ 7 UV LF with those found in other analyses.
(A color version of this figure is available in the online journal.)

Table 6
Determinations of the Best-fit Schechter Parameters for the Rest-frame UV

LFs at z ∼ 7 (Section 6.1.1; see also Figure 10)

Reference M∗
UV φ∗ (10−3 Mpc−3) α

This work −20.14 ± 0.26 0.86+0.70
−0.39 −2.01 ± 0.21

Castellano et al. (2010a) −20.24 ± 0.45 0.35+0.16
−0.11 −1.71 (fixed)

McLure et al. (2010) −20.04 0.7 −1.71 (fixed)

Oesch et al. (2010a) −19.91 ± 0.09 1.4 (fixed) −1.77 ± 0.20

Ouchi et al. (2009) −20.1 ± 0.76 0.69+2.62
−0.55 −1.72 ± 0.65

Oesch et al. (2009) −19.77 ± 0.30 1.4 (fixed) −1.74 (fixed)

Bouwens et al. (2008) −19.8 ± 0.4 1.1+1.7
−0.7 −1.74 (fixed)

Though the significance is only modest, Schechter fits to the
z ∼ 8 results (red line in Figure 9) are preferred at 2σ over fits to
a power law (dashed line). The implications of such steep faint-
end slopes are discussed below, but we caution against giving too
much weight to these slopes at this time, given the current large
uncertainties. Table 5 gives a compilation of these parameters,
along with a comparison with Schechter determinations at other
redshifts. The trends of the Schechter parameters with redshift
are also discussed more broadly below.

6. ROBUSTNESS OF LF RESULTS

6.1. Comparison with Previous LF Determinations

6.1.1. z ∼ 7 LF

A large number of different determinations of the UV LFs
at z ∼ 7 now exist (Bouwens et al. 2008; Oesch et al. 2009,
2010a; Ouchi et al. 2009; McLure et al. 2010; Castellano et al.
2010a, 2010b; Capak et al. 2011; Wilkins et al. 2011). Stepwise
determinations of the LF from these studies are presented in
Figure 10. The corresponding Schechter parameters are given
in Table 6.

It is instructive to compare the present LF determination at
z ∼ 7 with those previously available. We begin with those
studies where the primary focus was on the search for luminous,
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Figure 9. Upper: rest-frame UV LF at z ∼ 8 (see Section 5.3). The red circles
show the stepwise LF for the WFC3/IR HUDF09+ERS z ∼ 8 sample. The
red downward arrow shows the 1σ upper limit on the bright end of the LF
from our WFC3/IR z ∼ 8 search. The black points show the stepwise LF at
z ∼ 8 derived from the z ∼ 8 ERS search. The dashed black line shows the
best-fit power-law representation while the red line is for the Schechter fit. The
faint-end slope α for the z ∼ 7 LF (α = −2.01) is indicated on this figure
with the dotted red line. The dotted blue line shows the approximate cutoff
observed at the bright end of z ! 7 LFs. The green upper limit (at −22.25 mag)
is based upon a recent wide-area z ∼ 8 Y-dropout HAWK-I search (Castellano
et al. 2010b). See also the caption to Figure 8. Note that the brightest points
in our z ∼ 8 LF are significantly affected by the three bright sources in the
HUDF09-2 field (compare the brightest red point with the black square: based
upon the ERS search). Lower: 68% and 95% maximum likelihood contours on
the characteristic luminosity M∗ and the faint-end slope α inferred for the LF
at z ∼ 8.
(A color version of this figure is available in the online journal.)

our fields. The most notable case is over the HUDF09-2 field
where four bright H160,AB ! 27 z ∼ 8 galaxy candidates are
found, two lying within 3′′ of each other (UDF092y-03781204,
UDF092y-03751196) and a third H160 ∼ 27 candidate within
30′′ (UDF092y-04640529; see Table 16), each of which have
similar Y105 − J125 colors and presumably redshifts. As a result
of such variations, the bright end of the z ∼ 8 LF is understand-
ably still quite uncertain, with some differences between that
derived from the ERS observations alone (black squares) and
from the combined HUDF09 + ERS results (red circles).

Despite the still somewhat sizeable uncertainties, we can
model the z ∼ 8 LF using a Schechter function and derive
constraints on the relevant parameters. Formal fits yield best-fit
Schechter parameters of α = −1.91 ± 0.32, M∗ = −20.10 ±
0.52, and φ∗ = 0.59+1.01

−0.37 × 10−3 Mpc−3 for the z ∼ 8 LF.11

11 The derived Schechter parameters depend significantly on whether we
include or exclude the two brightest (∼26 AB mag) z ∼ 8 galaxies in the
HUDF09-2 field. If we exclude the two brightest galaxies (assuming they
represent a rare overdensity), we derive a significantly fainter characteristic
luminosity M∗ and larger normalization φ∗: M∗ = −19.54 ± 0.56,
φ∗ = 1.5+2.9

−1.0 × 10−3 Mpc−3, and α = −1.67 ± 0.40.

Figure 10. Rest-frame UV LF determinations for galaxies at z ∼ 7
(Section 6.1.1). Shown are the UV LF from this paper (red circles and red
downward arrow) and from Bouwens et al. (2010c, open red circles), Oesch
et al. (2010a, purple circles), Ouchi et al. (2009, black squares), Castellano et al.
(2010b, green squares), McLure et al. (2010, blue squares), and Bouwens et al.
(2008, black crosses). Constraints from Wilkins et al. (2011) are similar, but are
not shown to reduce confusion. See Table 6 for a comparison of the Schechter
parameters derived here for the z ∼ 7 UV LF with those found in other analyses.
(A color version of this figure is available in the online journal.)

Table 6
Determinations of the Best-fit Schechter Parameters for the Rest-frame UV

LFs at z ∼ 7 (Section 6.1.1; see also Figure 10)

Reference M∗
UV φ∗ (10−3 Mpc−3) α

This work −20.14 ± 0.26 0.86+0.70
−0.39 −2.01 ± 0.21

Castellano et al. (2010a) −20.24 ± 0.45 0.35+0.16
−0.11 −1.71 (fixed)

McLure et al. (2010) −20.04 0.7 −1.71 (fixed)

Oesch et al. (2010a) −19.91 ± 0.09 1.4 (fixed) −1.77 ± 0.20

Ouchi et al. (2009) −20.1 ± 0.76 0.69+2.62
−0.55 −1.72 ± 0.65

Oesch et al. (2009) −19.77 ± 0.30 1.4 (fixed) −1.74 (fixed)

Bouwens et al. (2008) −19.8 ± 0.4 1.1+1.7
−0.7 −1.74 (fixed)

Though the significance is only modest, Schechter fits to the
z ∼ 8 results (red line in Figure 9) are preferred at 2σ over fits to
a power law (dashed line). The implications of such steep faint-
end slopes are discussed below, but we caution against giving too
much weight to these slopes at this time, given the current large
uncertainties. Table 5 gives a compilation of these parameters,
along with a comparison with Schechter determinations at other
redshifts. The trends of the Schechter parameters with redshift
are also discussed more broadly below.

6. ROBUSTNESS OF LF RESULTS

6.1. Comparison with Previous LF Determinations

6.1.1. z ∼ 7 LF

A large number of different determinations of the UV LFs
at z ∼ 7 now exist (Bouwens et al. 2008; Oesch et al. 2009,
2010a; Ouchi et al. 2009; McLure et al. 2010; Castellano et al.
2010a, 2010b; Capak et al. 2011; Wilkins et al. 2011). Stepwise
determinations of the LF from these studies are presented in
Figure 10. The corresponding Schechter parameters are given
in Table 6.

It is instructive to compare the present LF determination at
z ∼ 7 with those previously available. We begin with those
studies where the primary focus was on the search for luminous,
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Figure 9. Upper: rest-frame UV LF at z ∼ 8 (see Section 5.3). The red circles
show the stepwise LF for the WFC3/IR HUDF09+ERS z ∼ 8 sample. The
red downward arrow shows the 1σ upper limit on the bright end of the LF
from our WFC3/IR z ∼ 8 search. The black points show the stepwise LF at
z ∼ 8 derived from the z ∼ 8 ERS search. The dashed black line shows the
best-fit power-law representation while the red line is for the Schechter fit. The
faint-end slope α for the z ∼ 7 LF (α = −2.01) is indicated on this figure
with the dotted red line. The dotted blue line shows the approximate cutoff
observed at the bright end of z ! 7 LFs. The green upper limit (at −22.25 mag)
is based upon a recent wide-area z ∼ 8 Y-dropout HAWK-I search (Castellano
et al. 2010b). See also the caption to Figure 8. Note that the brightest points
in our z ∼ 8 LF are significantly affected by the three bright sources in the
HUDF09-2 field (compare the brightest red point with the black square: based
upon the ERS search). Lower: 68% and 95% maximum likelihood contours on
the characteristic luminosity M∗ and the faint-end slope α inferred for the LF
at z ∼ 8.
(A color version of this figure is available in the online journal.)

our fields. The most notable case is over the HUDF09-2 field
where four bright H160,AB ! 27 z ∼ 8 galaxy candidates are
found, two lying within 3′′ of each other (UDF092y-03781204,
UDF092y-03751196) and a third H160 ∼ 27 candidate within
30′′ (UDF092y-04640529; see Table 16), each of which have
similar Y105 − J125 colors and presumably redshifts. As a result
of such variations, the bright end of the z ∼ 8 LF is understand-
ably still quite uncertain, with some differences between that
derived from the ERS observations alone (black squares) and
from the combined HUDF09 + ERS results (red circles).

Despite the still somewhat sizeable uncertainties, we can
model the z ∼ 8 LF using a Schechter function and derive
constraints on the relevant parameters. Formal fits yield best-fit
Schechter parameters of α = −1.91 ± 0.32, M∗ = −20.10 ±
0.52, and φ∗ = 0.59+1.01

−0.37 × 10−3 Mpc−3 for the z ∼ 8 LF.11

11 The derived Schechter parameters depend significantly on whether we
include or exclude the two brightest (∼26 AB mag) z ∼ 8 galaxies in the
HUDF09-2 field. If we exclude the two brightest galaxies (assuming they
represent a rare overdensity), we derive a significantly fainter characteristic
luminosity M∗ and larger normalization φ∗: M∗ = −19.54 ± 0.56,
φ∗ = 1.5+2.9

−1.0 × 10−3 Mpc−3, and α = −1.67 ± 0.40.

Figure 10. Rest-frame UV LF determinations for galaxies at z ∼ 7
(Section 6.1.1). Shown are the UV LF from this paper (red circles and red
downward arrow) and from Bouwens et al. (2010c, open red circles), Oesch
et al. (2010a, purple circles), Ouchi et al. (2009, black squares), Castellano et al.
(2010b, green squares), McLure et al. (2010, blue squares), and Bouwens et al.
(2008, black crosses). Constraints from Wilkins et al. (2011) are similar, but are
not shown to reduce confusion. See Table 6 for a comparison of the Schechter
parameters derived here for the z ∼ 7 UV LF with those found in other analyses.
(A color version of this figure is available in the online journal.)

Table 6
Determinations of the Best-fit Schechter Parameters for the Rest-frame UV

LFs at z ∼ 7 (Section 6.1.1; see also Figure 10)

Reference M∗
UV φ∗ (10−3 Mpc−3) α

This work −20.14 ± 0.26 0.86+0.70
−0.39 −2.01 ± 0.21

Castellano et al. (2010a) −20.24 ± 0.45 0.35+0.16
−0.11 −1.71 (fixed)

McLure et al. (2010) −20.04 0.7 −1.71 (fixed)

Oesch et al. (2010a) −19.91 ± 0.09 1.4 (fixed) −1.77 ± 0.20

Ouchi et al. (2009) −20.1 ± 0.76 0.69+2.62
−0.55 −1.72 ± 0.65

Oesch et al. (2009) −19.77 ± 0.30 1.4 (fixed) −1.74 (fixed)

Bouwens et al. (2008) −19.8 ± 0.4 1.1+1.7
−0.7 −1.74 (fixed)

Though the significance is only modest, Schechter fits to the
z ∼ 8 results (red line in Figure 9) are preferred at 2σ over fits to
a power law (dashed line). The implications of such steep faint-
end slopes are discussed below, but we caution against giving too
much weight to these slopes at this time, given the current large
uncertainties. Table 5 gives a compilation of these parameters,
along with a comparison with Schechter determinations at other
redshifts. The trends of the Schechter parameters with redshift
are also discussed more broadly below.

6. ROBUSTNESS OF LF RESULTS

6.1. Comparison with Previous LF Determinations

6.1.1. z ∼ 7 LF

A large number of different determinations of the UV LFs
at z ∼ 7 now exist (Bouwens et al. 2008; Oesch et al. 2009,
2010a; Ouchi et al. 2009; McLure et al. 2010; Castellano et al.
2010a, 2010b; Capak et al. 2011; Wilkins et al. 2011). Stepwise
determinations of the LF from these studies are presented in
Figure 10. The corresponding Schechter parameters are given
in Table 6.

It is instructive to compare the present LF determination at
z ∼ 7 with those previously available. We begin with those
studies where the primary focus was on the search for luminous,
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Figure 9. Upper: rest-frame UV LF at z ∼ 8 (see Section 5.3). The red circles
show the stepwise LF for the WFC3/IR HUDF09+ERS z ∼ 8 sample. The
red downward arrow shows the 1σ upper limit on the bright end of the LF
from our WFC3/IR z ∼ 8 search. The black points show the stepwise LF at
z ∼ 8 derived from the z ∼ 8 ERS search. The dashed black line shows the
best-fit power-law representation while the red line is for the Schechter fit. The
faint-end slope α for the z ∼ 7 LF (α = −2.01) is indicated on this figure
with the dotted red line. The dotted blue line shows the approximate cutoff
observed at the bright end of z ! 7 LFs. The green upper limit (at −22.25 mag)
is based upon a recent wide-area z ∼ 8 Y-dropout HAWK-I search (Castellano
et al. 2010b). See also the caption to Figure 8. Note that the brightest points
in our z ∼ 8 LF are significantly affected by the three bright sources in the
HUDF09-2 field (compare the brightest red point with the black square: based
upon the ERS search). Lower: 68% and 95% maximum likelihood contours on
the characteristic luminosity M∗ and the faint-end slope α inferred for the LF
at z ∼ 8.
(A color version of this figure is available in the online journal.)
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Though the significance is only modest, Schechter fits to the
z ∼ 8 results (red line in Figure 9) are preferred at 2σ over fits to
a power law (dashed line). The implications of such steep faint-
end slopes are discussed below, but we caution against giving too
much weight to these slopes at this time, given the current large
uncertainties. Table 5 gives a compilation of these parameters,
along with a comparison with Schechter determinations at other
redshifts. The trends of the Schechter parameters with redshift
are also discussed more broadly below.
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A large number of different determinations of the UV LFs
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2010a, 2010b; Capak et al. 2011; Wilkins et al. 2011). Stepwise
determinations of the LF from these studies are presented in
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z ∼ 7 with those previously available. We begin with those
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Fig. 3.— (upper) Illustration of how we estimate the UV -
continuum slope for a z ∼ 4 galaxy candidate (see §3.3). The
blue and red points show the observed magnitudes for the galaxy
in the ACS and WFC3/IR observations, respectively. The H160-
band is not used for determining the UV -continuum slope β for
our z ∼ 4 samples, since the H160-band magnitudes for galaxies
at the low-redshift end [z ∼ 3.0-3.5] of our z ∼ 4 samples will
include a contribution from light redward of the Balmer break.
The black line shows the UV -continuum slope we estimate for the
source fitting to the i775, z850, Y105, and J125 band photometry.
The dotted black line is a plausible SED from a stellar population
model which fits the observed photometry and is shown here to
show where the major spectral features occur (but we emphasize
that these SED fits are not used to establish the UV -continuum
slopes). Using the full wavelength baseline provided by both the
ACS and WFC3/IR observations (Table 3), we are able to estab-
lish the UV -continuum slopes β much more accurately than using
the ACS observations alone. (lower) An illustration of how we
estimate the UV -continuum slope β for a z ∼ 6 galaxy. The UV -
continuum slopes β for z ∼ 6 galaxies are derived using the full flux
information in the Y098/Y105, J125, and H160 bands (Table 3).

TABLE 3
Wavebands used to derive the UV

continuum slope for individual galaxies in
our z ∼ 4, z ∼ 5, z ∼ 6, and z ∼ 7 samples.a

Filters used Mean rest-frame
Sample to derive β Wavelength

HUDF09 Observations
z ∼ 4 i775z850Y105J125 2108Å
z ∼ 5 z850Y105J125 2085Å
z ∼ 6 Y105J125H160 1865Å
z ∼ 7 J125H160 1741Å

ERS Observations
z ∼ 4 i775z850Y098J125 2108Å
z ∼ 5 z850Y098J125 2085Å
z ∼ 6 Y098J125H160 1865Å
z ∼ 7 J125H160 1741Å

CDF-S CANDELS Observations
z ∼ 4 i775z850J125 2108Å
z ∼ 5 z850J125H160 2085Å
z ∼ 6 J125H160 2004Å
z ∼ 7 J125H160 1741Å

a These filters probe the UV -continuum light of
sources without contamination from Lyα emis-
sion or the position of the the Lyman break (be-
ing sufficiently redward of the 1216Å). See §3.3.

To select star-forming galaxies at high-redshift, we
will use the well-established Lyman-Break Galaxy (LBG)
technique. This technique takes advantage of the
unique spectral characteristics of high-redshift star-
forming galaxies, which show a very blue spectrum over-
all but a sharp cut-off blueward of Lyα. It has been
shown to be very robust through extensive spectroscopic
follow-up (Steidel et al. 1996; Steidel et al. 2003; Bunker
et al. 2003; Dow-Hygelund et al. 2007; Popesso et al.
2009; Vanzella et al. 2009; Stark et al. 2010).
We will base our high-redshift samples on selection cri-

teria from previous work on z ≥ 4 galaxies. For our z ∼ 4
B435 and z ∼ 5 V606 dropout samples, we will apply the
same criteria as Bouwens et al. (2007), namely,

(B435 − V606 > 1.1) ∧ (B435 − V606 > (V606 − z850) + 1.1)

∧(V606 − z850 < 1.6)

for our B-dropout sample and

[(V606 − i775 > 0.9(i775 − z850)) ∨ (V606 − i775 > 2))] ∧

(V606 − i775 > 1.2) ∧ (i775 − z850 < 0.8)

for our V606-dropout selection. For our z ∼ 6 i775-
dropout selection, we expanded the criteria used in
Bouwens et al. (2007) to take advantage of the deep near-
IR observations from WFC3/IR to set limits on the color
redward of the break. Our z ∼ 6 i775-dropout criterion
is

(i775 − z850 > 1.3) ∧ (z850 − J125 < 0.9)

Finally, our z ∼ 7 z850-dropout criterion is

(z850 − Y105 > 0.7) ∧ (Y105 − J125 < 0.8) ∧

(z850 − Y105 > 1.4(Y105 − J125) + 0.42),

(z850 − J125 > 0.9) ∧
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Fig. 5.— Determinations of the UV -continuum slope β distribution versus UV luminosity for star-forming galaxies at z ∼ 4 (upper left),
z ∼ 5 (upper right), z ∼ 6 (lower left), and z ∼ 7 (lower right). The blue points show the UV -continuum slope β determinations for
individual sources in our samples. The large blue squares show the biweight mean UV -continuum slope β determinations in each magnitude
interval and error on the mean. We take the absolute magnitude of each galaxy in the UV to be equal to the mean absolute magnitude of
that source in all the HST bands that contribute to its UV -continuum slope determinations (Table 3). The blue solid line in each panel
shows the best-fit relationship (see Table 5 and Figure 6 for the best-fit parameters). The z ∼ 7 panel also includes a fit to the binned
determinations but keeping the slope of the line fixed to the average dβ/dMUV found for our z ∼ 4, z ∼ 5, and z ∼ 6 samples (dashed line).
The dotted black line in the z ∼ 5, z ∼ 6, and z ∼ 7 panels show the best-fit relationship at z ∼ 4 and is included for comparison. The
vertical dotted line indicates the absolute UV magnitude for L∗

z=3 galaxies. The distribution of UV -continuum slopes β shows a relatively
small dispersion about the mean relation (blue line). The intercept to UV -continuum slope β versus luminosity relationship appears to
become slightly bluer towards higher redshift. However, the slope of the UV -continuum slope β versus luminosity does not show any
significant evolution as a function of redshift.

terminations of the UV -continuum slope, particularly at
z ∼ 4 and z ∼ 5 where fluxes in four separate bandpasses
are available. The simulations we perform in Appendix
B.3 suggest factors of ∼1.5 improvement in the S/N of
our UV -continuum slope β measurements at z ∼ 4 and
z ∼ 5. On the other hand, the second approach has the
advantage that all UV -continuum slope β determinations
are made using a similar wavelength baseline at all red-
shifts. As a result, UV -continuum slope determinations
should be less susceptible to systematics that might re-
sult if galaxies had less than a perfect power law SED in
the rest-frame UV (e.g., from the well-known bump in
dust extinction law at 2200Å).
After some testing, we adopted the approach that uti-

lizes all the available flux information to determine the
UV -continuum slopes β. Figure 3 provides an example
of such a determination for a z ∼ 4 galaxy in our HUDF
sample and an example of such a determination for a

z ∼ 6 galaxy. The passbands we will consider in deriving
the slopes include the i775z850Y105J125 bands for z ∼ 4
galaxies, the z850Y105J125H160 bands for z ∼ 5 galax-
ies, the Y105J125H160 bands for z ∼ 6 galaxies, and the
J125H160 bands for z ∼ 7 galaxies. We replace the Y105
band with the Y098 band in these fits for galaxies in the
ERS field. No use of the Y105 band observations is made
over the CDF-South CANDELS field, due to the incom-
plete coverage. In selecting these passbands, we explic-
itly excluded passbands which could be contaminated by
Lyα emission, the Lyman-continuum break, or flux red-
ward of the Balmer break. Table 3 includes a list of all
the bands we use to perform these fits. The mean rest-
frame wavelengths for our derived UV -continuum slopes
β at z ∼ 4, z ∼ 5, z ∼ 6, and z ∼ 7 are 2108Å, 2085 Å,
1865Å, and 1741Å, respectively.
In determining the UV -continuum slopes β from

the flux information just discussed, we find the UV -
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terminations of the UV -continuum slope, particularly at
z ∼ 4 and z ∼ 5 where fluxes in four separate bandpasses
are available. The simulations we perform in Appendix
B.3 suggest factors of ∼1.5 improvement in the S/N of
our UV -continuum slope β measurements at z ∼ 4 and
z ∼ 5. On the other hand, the second approach has the
advantage that all UV -continuum slope β determinations
are made using a similar wavelength baseline at all red-
shifts. As a result, UV -continuum slope determinations
should be less susceptible to systematics that might re-
sult if galaxies had less than a perfect power law SED in
the rest-frame UV (e.g., from the well-known bump in
dust extinction law at 2200Å).
After some testing, we adopted the approach that uti-

lizes all the available flux information to determine the
UV -continuum slopes β. Figure 3 provides an example
of such a determination for a z ∼ 4 galaxy in our HUDF
sample and an example of such a determination for a

z ∼ 6 galaxy. The passbands we will consider in deriving
the slopes include the i775z850Y105J125 bands for z ∼ 4
galaxies, the z850Y105J125H160 bands for z ∼ 5 galax-
ies, the Y105J125H160 bands for z ∼ 6 galaxies, and the
J125H160 bands for z ∼ 7 galaxies. We replace the Y105
band with the Y098 band in these fits for galaxies in the
ERS field. No use of the Y105 band observations is made
over the CDF-South CANDELS field, due to the incom-
plete coverage. In selecting these passbands, we explic-
itly excluded passbands which could be contaminated by
Lyα emission, the Lyman-continuum break, or flux red-
ward of the Balmer break. Table 3 includes a list of all
the bands we use to perform these fits. The mean rest-
frame wavelengths for our derived UV -continuum slopes
β at z ∼ 4, z ∼ 5, z ∼ 6, and z ∼ 7 are 2108Å, 2085 Å,
1865Å, and 1741Å, respectively.
In determining the UV -continuum slopes β from

the flux information just discussed, we find the UV -
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Fig. 5.— Determinations of the UV -continuum slope β distribution versus UV luminosity for star-forming galaxies at z ∼ 4 (upper left),
z ∼ 5 (upper right), z ∼ 6 (lower left), and z ∼ 7 (lower right). The blue points show the UV -continuum slope β determinations for
individual sources in our samples. The large blue squares show the biweight mean UV -continuum slope β determinations in each magnitude
interval and error on the mean. We take the absolute magnitude of each galaxy in the UV to be equal to the mean absolute magnitude of
that source in all the HST bands that contribute to its UV -continuum slope determinations (Table 3). The blue solid line in each panel
shows the best-fit relationship (see Table 5 and Figure 6 for the best-fit parameters). The z ∼ 7 panel also includes a fit to the binned
determinations but keeping the slope of the line fixed to the average dβ/dMUV found for our z ∼ 4, z ∼ 5, and z ∼ 6 samples (dashed line).
The dotted black line in the z ∼ 5, z ∼ 6, and z ∼ 7 panels show the best-fit relationship at z ∼ 4 and is included for comparison. The
vertical dotted line indicates the absolute UV magnitude for L∗

z=3 galaxies. The distribution of UV -continuum slopes β shows a relatively
small dispersion about the mean relation (blue line). The intercept to UV -continuum slope β versus luminosity relationship appears to
become slightly bluer towards higher redshift. However, the slope of the UV -continuum slope β versus luminosity does not show any
significant evolution as a function of redshift.

terminations of the UV -continuum slope, particularly at
z ∼ 4 and z ∼ 5 where fluxes in four separate bandpasses
are available. The simulations we perform in Appendix
B.3 suggest factors of ∼1.5 improvement in the S/N of
our UV -continuum slope β measurements at z ∼ 4 and
z ∼ 5. On the other hand, the second approach has the
advantage that all UV -continuum slope β determinations
are made using a similar wavelength baseline at all red-
shifts. As a result, UV -continuum slope determinations
should be less susceptible to systematics that might re-
sult if galaxies had less than a perfect power law SED in
the rest-frame UV (e.g., from the well-known bump in
dust extinction law at 2200Å).
After some testing, we adopted the approach that uti-

lizes all the available flux information to determine the
UV -continuum slopes β. Figure 3 provides an example
of such a determination for a z ∼ 4 galaxy in our HUDF
sample and an example of such a determination for a

z ∼ 6 galaxy. The passbands we will consider in deriving
the slopes include the i775z850Y105J125 bands for z ∼ 4
galaxies, the z850Y105J125H160 bands for z ∼ 5 galax-
ies, the Y105J125H160 bands for z ∼ 6 galaxies, and the
J125H160 bands for z ∼ 7 galaxies. We replace the Y105
band with the Y098 band in these fits for galaxies in the
ERS field. No use of the Y105 band observations is made
over the CDF-South CANDELS field, due to the incom-
plete coverage. In selecting these passbands, we explic-
itly excluded passbands which could be contaminated by
Lyα emission, the Lyman-continuum break, or flux red-
ward of the Balmer break. Table 3 includes a list of all
the bands we use to perform these fits. The mean rest-
frame wavelengths for our derived UV -continuum slopes
β at z ∼ 4, z ∼ 5, z ∼ 6, and z ∼ 7 are 2108Å, 2085 Å,
1865Å, and 1741Å, respectively.
In determining the UV -continuum slopes β from

the flux information just discussed, we find the UV -
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Figure 2. Average UV-derived, dust-corrected SFR vs. stellar mass for z ∼ 7
galaxies. Black symbols denote galaxies from the NICMOS (circles), WFC3/
IR ERS (squares), and WFC3/IR HUDF sample (triangles). The purple
squares show the average stellar mass in bins of SFR centered on log SFR ≈
0.4, 0.8, 1.2. The purple triangles assume ≈0.2 and 0.15 mag contribution by
emission lines to the [3.6] and [4.5] bands. The scatter in M∗ in bins of M1500 is
∼0.3 dex. The diagonal lines show that the maximum stellar mass CSF stellar
population can form in a Hubble time (dotted) or since z = 10 (dashed). Galaxies
with strongly increasing/declining SFRs would lie well above/below the lines,
respectively, but few such systems are found. The inset shows simulated galaxies
with random formation times and exponentially declining τ = 200 Myr SFHs,
showing a different distribution with larger scatter. Top panels: stacked images
in the [3.6] band in bins of SFR.
(A color version of this figure is available in the online journal.)

investigate the stellar population properties at extreme redshifts
z ! 7. The main results are the following.

1. The average rest-frame far-UV slope at z ∼ 7 becomes
bluer with decreasing luminosity, from β ∼ −2.0 (L∗

z=3)
to β ∼ −3.0 (0.1L∗

z=3), as reported by Bouwens et al.
(2010b). The rest-frame U − V becomes bluer as well,
but is still moderately red U − V ≈ 0.3 at 0.1L∗

z=3,
apparently excluding extremely young ages <100 Myr. If
the ages inferred from the simple model fits were correct,
galaxies would have started forming stars very early-on,
perhaps as high as z > 10. The blue far-UV slope and red
U − V colors remain a challenge to fit, however, even for
subsolar metallicity models. Episodic SFHs with periods of
activity and quiescence and/or a (∼0.2 mag) contribution of
emission lines to the [3.6] band may be required to resolve
the mismatch.

2. The derived stellar masses correlate with the SFRs
at z ∼ 7 according to log M∗ = 8.70(±0.09) +
1.06(±0.10) log SFR, with relatively low scatter ∼0.25 dex.
Emission line contributions of ≈0.2 mag to both [3.6] and
[4.5] would shift the relation by ≈ − 0.2 dex in mass. The
absence of galaxies with SFRs much lower or higher than
the past averaged SFR (i.e., strongly bursting or suppressed)
suggests that the typical star formation timescales are prob-
ably a substantial fraction of the Hubble time. Note that

Figure 3. Top panels: individual and stacked images of the 3 z ∼ 8 Y098-dropout
galaxies in our WFC3/ERS sample, shown in inverted gray scale. Two of the
three sources are individually detected in the IRAC [3.6] band. Bottom panel:
the average broadband SED of the 3 z ∼ 8 galaxies and the best-fit stellar
population model (solid blue line). For comparison, we show the best-fit model
to z = 6.9z850 dropouts of similar H160 magnitude (dashed green line), shifted
by −0.5 mag. The overall shapes are similar, with the z ∼ 8 galaxies being
slightly bluer in H160 − [3.6] compared to z ∼ 7 galaxies. Upper limits are 2σ .
(A color version of this figure is available in the online journal.)

instantaneously quenched galaxies may fade too quickly to
be selected as dropout galaxies.

3. The first Spitzer/IRAC detection of z = 8 galaxies and
their red average H160 −[3.6] ≈ 0.55 suggest that luminous
early galaxies may have substantial M/LV ≈ 0.15, similar
to z = 7 galaxies. The implied stellar mass density
then increases gradually with time following log ρ∗(z) =
10.6(±0.6) − 4.4(±0.7) log(1 + z) [M% Mpc−3] over 3 <
z < 8.

Deeper IRAC data on z > 7 galaxies are needed to bolster
these results. More NEL measurements of z > 2 galaxies would
help to understand the possible contribution to the broadband
fluxes. Additional modeling of the distribution of SFR versus
M∗ is needed to decipher the SFHs of z ∼ 7 galaxies. Larger
samples would enable a more secure assessment of the mass
density evolution beyond z = 8.

We thank the referee for a helpful report. We are grateful to
all those at NASA, STScI, JPL, SSC who have made Hubble
and Spitzer the remarkable observatories that they are today. I.L.
acknowledges support from NASA through Hubble Fellowship
grant HF-01209.01-A awarded by the STScI, which is operated
by the AURA, Inc., for NASA, under contract NAS 5-26555.
P.O. acknowledges support from the Swiss National Foundation
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instantaneously quenched galaxies may fade too quickly to
be selected as dropout galaxies.

3. The first Spitzer/IRAC detection of z = 8 galaxies and
their red average H160 −[3.6] ≈ 0.55 suggest that luminous
early galaxies may have substantial M/LV ≈ 0.15, similar
to z = 7 galaxies. The implied stellar mass density
then increases gradually with time following log ρ∗(z) =
10.6(±0.6) − 4.4(±0.7) log(1 + z) [M% Mpc−3] over 3 <
z < 8.

Deeper IRAC data on z > 7 galaxies are needed to bolster
these results. More NEL measurements of z > 2 galaxies would
help to understand the possible contribution to the broadband
fluxes. Additional modeling of the distribution of SFR versus
M∗ is needed to decipher the SFHs of z ∼ 7 galaxies. Larger
samples would enable a more secure assessment of the mass
density evolution beyond z = 8.
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Two of bright z~8 galaxy candidates are individually detected in IRAC

stack

individual detections (~2.5σ)

Spitzer IRAC can detect rest-frame optical wavelengths of brightest z>7 galaxies

strong spectral break: indicates ages>~300 Myr, 
i.e. onset of SF at z>~12

Labbé+2010a,2010b

Possible caveat: nebular line emission
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Fig. 3.— Stellar mass functions at z ∼ 4, 5, 6, and 7 derived from the log(M) − MUV,1500 distribution for the z ∼ 4 B-dropouts
(Figure 1), and the Bouwens et al. (2007, 2010) UV-LFs at z ∼ 4 − 7. The points are derived from the “bootstrap” approach (see text).
Errors reflect uncertainties in the LF and the ∼ 0.5 dex 1σ scatter of the M–MUV,1500 relation (Figure 1). Completeness-corrected values
are estimated assuming that the M–MUV,1500 relation extends to fainter limits with similar scatter about the extrapolated mean trend
(MUV,1500 < −18 uncorrected: open; corrected: filled; dark band is at 1σ around the corrected values). The direct MF at z ∼ 4 (thick
histogram) is in good agreement with the uncorrected MF (see text). For masses > 109.5 M!, the uncorrected z < 7 MFs are in rough
agreement with the determinations of Stark et al. (2009) and of McLure et al. (2009) at z ∼ 6 and M > 1010 M!. The thick dashed
curve in each panel represents the analytic MFs derived from an idealized M−MUV,1500 relation (see text §4). These MFs have low-mass
slopes αM ∼ −1.4 − −1.6, slightly flatter than the UV LFs (α = −1.7 − −2.0: Bouwens et al. 2010). In turn, the assumed symmetric
scatter of 0.5 dex flattens their slopes at the high-mass end. The z ∼ 4 analytical MF is repeated in the other panels for comparison (thin
dashed curve). The dotted and thin solid lines show the simulated MFs from Choi & Nagamine (2010) and Finlator et al. (in preparation).
Our new results are corrected for incompleteness, yet the difference between our results and the simulations is already substantial by
M = 109 M!. The source of the disagreement is unclear.

Gonzalez+11

The Astrophysical Journal Letters, 735:L34 (6pp), 2011 July 10 González et al.

Figure 1. Stellar masses as a function of UV luminosity (MUV,1500 = 51.63 − 2.5 × log10(LUV,1500 [erg s−1 Hz−1])) for the z ∼ 4, 5, and 6 samples. SFRuncorr (top
axis) is derived using the Madau et al. (1998) conversion formula (no extinction correction). The final sample of 401 sources with FAST SED-fit mass estimates is
shown here. Open squares indicate low-S/N measurements (<2σ in [3.6]). The larger symbols in each panel represent the median mass of the sample (∼0.5 MUV,1500
mag bins). The small error bars represent the bootstrapped errors. The larger black error bars include a conservative estimate of the systematics computed by comparing
the estimated median mass at a given luminosity with the mass estimated from the stacked SEDs at the same luminosity. The dashed blue line (and shaded area, slope =
1.7 ± 0.2) represents the median log10M–MUV,1500 trend at z ∼ 4. It is consistent with no evolution with redshift. The scatter at the luminous end (±0.5 dex), where
photometric errors are small, is intrinsic (see Figure 2).
(A color version of this figure is available in the online journal.)

z ∼ 5 V dropouts:

{[V606 − i775 > 0.9(i775 − z850)] ∨ (V606 − i775 > 2)}

∧ (V606 − i775 > 1.2) ∧ (i775 − z850 < 1.3).

z ∼ 6 i dropouts7:

(i775 − z850 > 1.3) ∧ (z850 − J125 < 0.8).

The rest-frame optical photometry from Spitzer/IRAC is
ideally suited for deriving stellar masses at these redshifts
(e.g., Papovich et al. 2001; Yan et al. 2005; Eyles et al. 2005;
Labbé et al. 2010a). A challenge is that the broad IRAC point-
spread function usually results in these faint sources being
contaminated by foreground neighbors. To obtain reliable IRAC
fluxes we use the deblending method of Labbé et al. (2006; see
also González et al. 2010; Labbé et al. 2010a, 2010b; Wuyts
et al. 2007; de Santis et al. 2007). Briefly, this method uses
the higher-resolution Hubble Space Telescope (HST) images to
create models of both the foreground neighbors and the source
itself. We convolve each model image with a kernel to simulate
the IRAC observations. We fit for all the sources simultaneously
(with independent normalization factors) and subtract the best
fits for the neighbors. In the clean image of each dropout we
are able to perform standard aperture photometry. We use 2.′′5
diameter apertures and correct the fluxes to total assuming stellar
profiles (1.8× in both channels).

As expected, our cleaning procedure does not work for
every source. We restrict our sample to the 60% of sources

7 Slightly modified.

with the best χ2 residuals. This reduces the number of non-
optimal subtractions to <8%. The final sample suitable for
deriving masses from the HST + Spitzer data totals 401 sources:
299 at z ∼ 4, 78 at z ∼ 5, and 24 at z ∼ 6. We do not expect
this selection step to introduce any important biases, since it
depends on the distribution of the non-associated neighbors of
the source. Of the remaining sources, ∼50% have low IRAC
signal-to-noise ratio (S/N; <2σ in [3.6]).

3. STELLAR MASS ESTIMATES FROM SED FITS

We use the FAST spectral energy distribution (SED) fitting
code (Kriek et al. 2009) to derive Mstar for the 401 z ∼ 4–6
sources. We fit their SEDs with the full suite of fitted parameters.
For all sources we fit the broadband ACS + WFC3/IR + IRAC
[3.6] and [4.5] fluxes using the Bruzual & Charlot (2003, BC03)
models with a Salpeter (1955) initial mass function (IMF;
0.1–100 M') and assuming a 0.2 Z' metallicity. We also include
the sample of z ∼ 7 galaxies with similarly determined masses
from Labbé et al. (2010a).

The star formation history (SFH) cannot be uniquely deter-
mined from broadband SEDs due to well-known degeneracies
between the star formation timescale, age, and dust extinction.
We have assumed an SFH with a constant star formation rate
(SFR). Different SFHs introduce systematic offsets to the mass
determinations, largely independent of redshift (cf. Papovich
et al. 2011). The systematic differences between masses based
on declining, constant, or rising SFHs are typically !0.3 dex
(Finlator et al. 2007).

Figure 1 (left) shows the FAST SED-fit Mstar (from
HST + Spitzer data) versus UV luminosity (bottom axis).

2

UV luminosity correlates 
relatively well with stellar mass

The Astrophysical Journal Letters, 735:L34 (6pp), 2011 July 10 González et al.

Figure 4. Left: SMD vs. redshift for sources brighter than MUV,1500,AB = −18. These SMD values are derived by integrating the uncorrected bootstrap MFs in
Figure 3 to the faint luminosity limit MUV,1500 = −18 at z = 4, 5, 6, and 7. For comparison, we show the SMD determinations from Stark et al. (2009) corrected
from their original MUV,1500 = −20 limit to our MUV,1500 = −18 limit (see the text). The z ∼ 6 estimate is also in good agreement with Yan et al. (2006) and
Eyles et al. (2007). The low-redshift open circles were derived by integrating the Marchesini et al. (2009) MFs between 8.3 < log10(M/M#) < 13 and multiplying
by 1.6 to match the Salpeter IMF. A constant SFH and 0.2 Z# metallicity was assumed to derive the masses at z ! 4. The effect of a possible 20% correction due to
contamination by Hα is shown, as is the effect of using a different IMF. Our derived SMD growth with cosmic time is well fit by log10(SMD) ∝ (1 + z)−3.4±0.8. Right:
as for the left panel but now to a fixed Mstar limit > 108M#. The mass-limited SMD is compared to the flux-limited values from the left panel. The differences are
relatively small (see the text). Nonetheless, the importance of utilizing the completeness-corrected MFs will increase as improved, deeper data become available and
we can push to lower masses and higher redshifts.
(A color version of this figure is available in the online journal.)

relation and find it to be steep (log(M) ∝ 1.7(±0.2)log(LUV))
with large intrinsic scatter; the sample variance is ∼0.5 dex at
the bright end. We derive MFs by combining the M/L results
with published deep UV-LFs at z ∼ 4–7, and correct them for
incompleteness. The corrected MFs are steeper (α ∼ −1.4 to
−1.6) than found previously, but still far less steep than those
from recent hydrodynamical simulations. The integrated SMD
of the universe is derived at z ∼ 4, 5, 6, and 7 to M ∼ 108 M#.

We acknowledge insightful discussions with Kristian Finla-
tor, Casey Papovich, Daniel Schaerer, and Daniel Stark. We
thank Ken Nagamine, Junhwnan Choi, and Kristian Finla-
tor for access to their simulations. We acknowledge support
from HST-GO10937, HST-GO11563, HST-GO11144, and a
Fulbright-CONICYT scholarship (V.G.). I.L. is supported by
NASA through a Hubble Fellowship grant 51232.01-A awarded
by the Space Telescope Science Institute.
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Are Galaxies Responsible for Cosmic 
Reionization?

WMAP predicts mean redshift of reionization at 10.6
(τ = 0.088 ± 0.015; Komatsu+ 2011)
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The Ionizing Flux Density from Galaxies
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φ(M1400) ρL1400 Ṅ int
ion Ṅion

fesc,relintegrate

Faint contribution: Have to 
extrapolate to below detection limits

 
? 

With these steep faint-end slopes as 
observed: luminosity density completely 
dominated by faint galaxies

No problems to -17: 
Just integrate observed LF!

Bouwens et al. 2011b (ApJ accepted)
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Correcting from Observed to Total LD
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+1σ

-1σ

z~7 best-fit

 Total: integrated down to M = -10

 Corrections change by almost an 
order of magnitude within currently 
allowed 1σ range of faint-end slope

Assume α = const
and extrapolate LF trends
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Inferred Reionization History

29

 A steep faint-end slope makes it easy for 
the faint (undetected) galaxy population 
to complete reionization above z>6

 But: optical depth to electron scattering 
is below measured values from WMAP 
by 1.5σ

zreion ~ 7.5

Additional assumptions:
clumping factor = 3

relative escape fraction = 20%

zreion(WMAP) ~ 10.6

M
lim = -10

M
lim = -17

Thomson optical depth of model: τe ~ 0.066

WMAP measurement: τe = 0.088 ± 0.015 Q
H

II
 (v

ol
um

e 
fil

lin
g 

fa
ct

or
 o

f H
II

)

Note: Observed galaxies down to Mlim = -17: can 
complete reionization just below z~6, with τe ~ 0.046

τ
e  ~ 0.046

τ
e  ~ 0.066
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Steepening of Faint-End Slope with Redshift?

30

Extrapolate steepening of faint-end slope into EoR Required optical depths can be achieved since 
τe very sensitive to changes in faint end slope

However: Need better constraints on evolution of faint end slope with redshift!➡ 

Thus: faint galaxies are consistent with being capable of driving reionization.➡ 

Bouwens et al. 2011c

Other possibility for more ionizing photons: evolving escape fraction, e.g. Kuhlen & Faucher-Guiguere 11
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So Far: 

Galaxy build-up is remarkably smooth (and predictable) 
from z~8 down to z~3-4
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HST Can Push the Frontier to z~10

 At z~8: neutral IGM starts affecting J125

 Can select z>9.5 galaxies as J-dropouts based on red J125-H160 colors

 Very challenging:
 z~10 galaxies expected to be extremely faint 
 single band detections
 low-z dusty galaxies can exhibit similar colors
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Requirements on Data

deep J125 and H160

deeper data shortward of Lyα break 
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Bouwens et al. Nature, January 2011
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Extended z~10 Search
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Our first analysis included only these 
two fields: Bouwens et al., Nature, 2011

More than triple the search area 
both for bright and faint sources

Now extended to full WFC3/IR data 
available over CDFS, including CANDELS

Still: only one candidate at >5sigma in 
whole search field! 
(after removing z~2-3 dusty galaxies 
based on extremely red H-IRAC colors)

➡ 

➡ 
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The z~10 Candidate in the HUDF

36

 Very faint: HAB=28.8±0.2
 Small chance of being spurious:

 It is detected at ~6σ
 It is visible at >2.5σ in 4 

independent splits of the data

 Blue UV continuum: not 
detected in very deep IRAC data

All Year 1 Year 2 Epoch 1 Epoch 2
Year 1

Epoch 3 Epoch 4
Year 2

53 28 25 13 13 13 14

UDFj-39546284

– 7 –

30. Schiminovich, D., et al. The GALEX-VVDS Measurement of the Evolution of the Far-

Ultraviolet Luminosity Density and the Cosmic Star Formation Rate. Astrophys. J. Lett 619,

47-50 (2005).

Supplementary Information is linked to the online version of the paper at www.nature.com/nature.
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Figure 1. Optical and near-infrared images of the candidate z ≈ 10 galaxy, UDFj-39546284, from

the HUDF. Top row: the leftmost panel shows the HUDF ACS (V606i775z850) data26; the next
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 Extrapolate low-z LF trends to z~10: expect to see 6 sources

 Even including cosmic variance: chance of finding one when expecting 6 is only ~6%
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Constraints on z~10 LF (II)

22 21 20 19 18 17 16
10 6

10 5

10 4

10 3

10 2

10 1

z ~ 10

z ~
 8

z ~
 6

z ~
 4

LF extrapolation to z~10

MUV

lo
g 

 [m
ag

1 M
pc

3 ]

Wide Area HUDF09 P HUDF

Three HUDF09 Fields:
z~10 limits are below extrapolation

Three Wide Fields:
limits are below z~8 LF

Oesch et al. 2012a

38



3 4 5 6 7 8 9 10 11 12
23.5

24

24.5

25

25.5

26

26.5

Redshift

lo
g 

Lu
m

in
os

ity
 D

en
sit

y 
[e

rg
/s/

H
z/

M
pc

3 ]

>0.06L*(z=3)
empirical extrapolation

3 4 5 6 7 8 9 10 11 12
23.5

24

24.5

25

25.5

26

26.5

P. Oesch, UCSC UCO/Lick ObservatoryFirst Light & Faintest Dwarfs, Feb 2012

Accelerated Evolution of the UV Luminosity

Rapid build-up of UV luminosity in galaxies within only 170 Myr
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CLF: Trenti+11

SAM: Lacey+11

SPH: Finlator+11
(shifted by factor 0.5 
due to mass resolution)

A number of very different theoretical models reproduce such a drop to z~10: 
thus most likely driven by evolution of underlying DM halo mass function
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Accelerated Evolution of the UV Luminosity

Rapid build-up of UV luminosity in galaxies within only 170 Myr

But: observational result is still uncertain and 
needs confirmation with future deeper data (at z>9 JWST!)
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 WFC3/IR has opened up the window to very efficient studies of z>6.5 galaxies: by 
now, we have identified >100 galaxy candidates at these redshifts; one at z~10!

 The UV LF evolves smoothly from z~8 to z~4, mainly changing in M* only 
corresponding to a growth in UV luminosity by a factor ~4

 A relatively tight UV color-magnitude relation is found in z>4 galaxies, with a constant 
slope but evolving normalization: at z~7 galaxies are essentially dust-free.

 Spitzer IRAC has detected the rest-frame optical light of galaxies out to z~8: we can 
start to study the build-up of the stellar mass densities out to these redshifts

 The faint-end slopes measured at z≥6 are very steep and show weak trends to 
steepen towards high redshift. If true, galaxies below the current detection limits are 
consistent with being capable of reionizing the universe, with high enough τe. 

 From the one z~10 candidate identified so far in current WFC3/IR data over CDFS. 
The upper limits on the z~10 UV LF are significantly below extrapolation of observed 
trends. ➡ Accelerated evolution is most likely explained by growing DM halo MF

 Need JWST to further constrain accelerated evolution. z>9 is JWST territory. 


