
Superpositions of states in small quantum systems evolve  
in quantum beats with periodic revivals.

Eigenstate Thermalization Hypothesis

• Potential to preserve quantum information {Nandkishore & Huse, Annu. Rev. Condens. Mat.  
Phys. 6 15-38 (2015); Abanin, Altman, Bloch & Serbyn, arXiv:1804.11065 (2018)}

• In MBL, local observables retain a memory of initial conditions for arbitrarily long times. 

Quenched observables of very large isolated quantum systems relax 
to states of maximum entropy.

• Unimolecular rate models assume energy randomization (RRKM Theory). 

• As a paradigm, many-body localization (MBL) in the dynamics of complex systems 
compares with coherent control in molecules. 

• ETH explains:  Even a brief time average of any superposition in a dense  
manifold of states fills phase space, looks thermal. Eisert et al. Nature Physics 11, 124 (2015).
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event are recorded. This leads to 6D fully correlated imaging. In
cases where the parent molecule dissociates after photoionization
and the fragments recoil along the direction of the breaking
bond, the recoil direction of photofragment provides orientation
information of the parent molecule at the moment of ionization
(the axial recoil approximation). Therefore, time-resolved coin-
cidence imaging spectroscopy (TRCIS) measurements, which
fully correlate photofragment and photoelectron recoil distribu-
tions as a function of time, permit dynamical observations from
the molecule’s point of view in favorable cases.88,96

3.2 Applications of TRPES to molecular dynamics

In this subsection, the application of TRPES to studies of
molecular dynamics will be illustrated by three experimental
examples: simple vibrational wavepacket dynamics on a single
potential energy surface; disentangling electronic from vibra-
tional dynamics via time- and energy-resolved photoelectron
spectra measurements; identifying the electronic character of
the intermediate state involved in a non-adiabatic process
using TRPADs measured in the molecular frame.

3.2.1 Vibrational dynamics on a single potential energy
surface. As outlined in Section 2.4.1, one of the simplest
applications of TRPES is the study of bound wavepacket
motion on a single potential energy surface. Here, we will
show the example of wavepacket dynamics in the B electronic
state of molecular iodine using fs ZEKE spectroscopy. Further
details of these experiments can be found in ref. 20 and 64.

In the experiment, a pump laser of 580 nm and 95 fs pulse
duration excited I2 molecules to vibrational levels v0 = 14–17
within the B electronic state. The probe pulse was tuned
between 300–350 nm and had a pulse duration of 100 fs. This
allowed tuning of the (two-photon) probe energy from below
the ionization potential (IP) to high vibrational levels of the
ground state of the ion. In Fig. 9, fs pump–probe scans of I2
(B) state wavepacket dynamics using ZEKE detection are
shown. The wavelength of the probe laser was 345 nm for
projection onto v+ = 0–1 in the ion. A modulation period of

340 fs was observed, corresponding to the average vibrational
frequency of I2 (B, v = 14–17) that is excited by the 580 nm
pump pulse. The modulation is due to the interferences
between transitions from a set of vibrational levels in the
B state to a final state of the ion, as discussed in Section 2.4.1.
Due to the anharmonicity of the potential energy curve of the
B state, the spacings between two consecutive levels decrease
slightly with the increase of the vibrational quantum number.
Therefore, the modulations from different sets of vibrational
levels are not exactly in phase and will gradually become out of
phase (dephasing), which is seen in Fig. 9: the total modulation
decays after about ten vibrational periods. The I2 (B) state
excited at 580 nm is a bound state and therefore the dephased
wave packet must rephase, as shown in Fig. 9, beginning
around 15 ps. The inset in Fig. 9 is the Fourier transform
power spectra (FFT) of data set. The three large peaks in the
FFT near 100 cm!1 correspond to nearest-neighbor coherences
between vibrational levels v = 14–15, 15–16, 16–17 in the
B state. A slight contribution at the second harmonic (near
200 cm!1) is due to next-nearest-neighbor coherences.

3.2.2 Disentangling electronic from vibrational dynamics
using TRPES. In the last subsection, we discussed how the
TRPES technique provides details of vibrational dynamics in
simple molecules on a single potential surface. As discussed in
Section 2.3, time-resolved photoelectron spectroscopy is also
applicable to studies of ultrafast non-adiabatic processes90,97,98

and spin–orbit coupling99 in isolated polyatomic molecules. In
polyatomic molecules, excitation to electronically excited states
often results in the rapid mixing of vibrational and electronic
motions which induces both charge redistribution and energy
flow in the molecule.6,100 Disentangling electronic from vibra-
tional motions is critical in studies of non-adiabatic processes.
In the following, the study of ultrafast internal conversion in
all-trans 2,4,6,8 decatetraene (DT, C10H14) will be given as an
example of disentangling electronic from vibrational dynamics

Fig. 8 Schematic diagram of the femtosecond time-resolved coinci-

dence imaging spectrometer. A detailed description is given in the text.

Fig. 9 Pump–probe ZEKE scans of the 580 nm I2 (B) wave-packet

dynamics using 345 nm probe (final state, v+ = 0, 1) showing 340 fs

modulation. Dephasing and recurrence of the wave packet are seen.

The Fourier transform power spectra, inset, show that coherences

between vibrational levels v0 = 14–15, 15–16, 16–17 are involved.

Reprinted with permission from ref. 20. Copyright [1995], American

Institute of Physics.
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But, coherent control can localize energy in an excited molecule. 

Possible manifestations of quantum disordered dynamics in the arrested 
relaxation of a molecular ultracold plasma

                                                                      Preserve spatial order and retain energy in highly 
excited superpositions of states. 

                                                                                                         Disordered landscapes can  
suppress transport in complex ensembles: 



Experimental quantum systems that fail to thermalize command a 
great deal of interest.

Highly engineered examples confirm the principle of many-body localization (MBL).  
Feature weak dipolar coupling, intricate experimental design & interpretation.

• In the MBL phase, local operators define local integrals of motion (LIOM).

• The LIOM determine how far any particular excitation can propagate.

• In a quench, can locally emergent conservation laws act to guide the self-assembly  
of a spatially evolving quantum system to form a global many-body localized state?

For systems with stronger interactions, can many-body localization arise naturally?

Kondov, et al., PRL,  
114 083002 (2015)

In the lattice, the atoms tunnel between adjacent sites and
two atoms on the same site (in different hyperfine states)
interact through a low-energy s-wave collision, thereby rea-
lizing the Fermi-Hubbard model (FHM) [13,14]. Previous
work with ultracold atoms has explored the Mott insulator
(MI) phase [15,16] and transport properties [17,18] for
the FHM. The equivalent of material parameters, such as
the ratioU=t of Hubbard interaction to tunneling energy, are
precisely known and tunable over orders of magnitude by
adjusting the power of the λ ¼ 782.2 nm lattice laser, which
controls the lattice potential depth s. We access the metallic
phase in the lattice by employing a range of s such that
U < 12t and by adjusting the number of atoms N and the
geometric mean of the harmonic trap frequency ω so that
the characteristic density ~ρ ¼ Nðmω2d2=12tÞ3=2 < 5 [19].
The trap leads to a spatially inhomogeneous density profile,
with approximately 0.3–0.7 particles per site in the center
of the clean lattice for each spin state [20].
By disordering the lattice potential using optical speckle

[25,26], we explore the DFHM with ultracold atoms for
the first time. The optical speckle field is produced by
passing a 532 nm laser beam through a holographic diffuser
and focusing it onto the atoms, as in Refs. [25–27]. The
atoms experience a potential proportional to the optical
speckle intensity, which varies randomly in space. The
strength of this disorder is characterized by the average
disorder potential energy Δ and can be adjusted by varying
the 532 nm laser power. In contrast with experiments on
solids, the disorder is precisely known (via optical micros-
copy) and continuously tunable, from complete absence to
the largest energy scale present.
The disorder causes the “clean” Hubbard model occupa-

tion ϵ, interactionU, and tunneling t energies tovary fromsite
to site in the lattice.Theatoms, therefore, realize a single-band
DFHM described by the Hamiltonian H¼

P
iUin̂i↑n̂i↓−P

hiji;σtijðĉ
†
jσ ĉiσþH:c:Þþ

P
i;σðϵiþmω2r2i =2Þn̂i;σ , where i

indexes the lattice sites, ĉ†iσ is the operator that creates an atom
on site i in spin state σ ¼ ↑, ↓, hiji indicates a sum over
adjacent sites,m is the atomicmass, ri is the distance from the
trap center to site i, and n̂i;σ ¼ ĉ†iσ ĉiσ is the number operator.
We work at sufficiently low temperature, such that the atoms
occupy only the lowest energy band. The statistical distri-
butions of Hubbard parameters are given in Refs. [25] and
[28]; the standard deviation of the ϵi distribution is approx-
imately equal to Δ. Because the speckle beam does not
propagate along a lattice direction, the Hubbard parameters
are fully disordered in three dimensions [28]. We cite the
Hubbard energies and Δ in units of the atomic recoil energy
ER ¼ h2=8md2 ≈ kB · 390 nK, where d ¼ λ=2 is the lattice
spacing, and h and kB are Planck and Boltzmann constants.
To study the influence of interactions and disorder on

transport, we measure the response of the atomic quasimo-
mentum distribution nðqÞ to an applied impulse. We
developed this method to measure disorder-induced locali-
zation for the Bose-Hubbard model in previous experiments

[26] and achieved quantitative agreement with quantum
Monte Carlo simulations [29]. An external force is applied
to the gas by turning on a magnetic field gradient for 2 ms,
which is short compared with the confining trap period [20].
Immediately following the impulse, the lattice is turned
off in 200 μs, and we measure nðqÞ by band mapping
and absorption imaging after 10 ms time of flight [30]. The
center-of-mass (c.m.) velocity vc:m: of nðqÞ is determined by
measuring the displacement of the centroid of the imaged
density profile from the case without an impulse.
In the metallic phase, applying an external force induces

a c.m. velocity, which is manifest as an asymmetry in nðqÞ
and vc:m: ≠ 0 [Fig. 2(a,i)]. We observe that the introduction

FIG. 2 (color online). (a) The c.m. velocity of the atom gas
measured after an applied impulse for s ¼ 4 (blue squares), 5 (red
circles), 6 (green triangles), and 7 ER (orange diamonds). Sample
images used to determine vc:m: are shown in false color for s ¼ 4
ER for Δ ¼ 0 ER (i) and Δ ¼ 1.46 ER (ii). The field of view
for all absorption images used in this work is 0.54 mm. The
projection of the Brillouin zone onto the imaging plane, which is a
hexagon because of the imaging and lattice-beam geometry,
is indicated using solid black lines. The blue dotted line is the
exponential fit used to determine Δc for s ¼ 4 ER; the arrow
indicates Δc for s ¼ 4 ER. The error bars are the standard error
in the mean for the 7–9 experimental runs that are averaged for
each data point. (b) Images taken at s ¼ 4 with Δ ¼ 0 ER (iii) and
Δ ¼ 1.46 ER (iv) without an impulse. The quasimomentum ~q
projected along the vertical axis in the imaging plane is measured
in units of the maximum allowed quasimomentum in the Brilloun
zone qmax. (c) Traces through images (iii) (solid blue line) and (iv)
(blue shaded region) showing the measured optical depth (OD).
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40K response to a  
magnetic impulse 

Schreiber, et al. Science  
349, 842 (2015)

tubes (37, 43). Another potential mechanism
for delocalization at long times is related to
the intrinsic SU(2) spin symmetry in our sys-
tem (44). However, for the relevant observa-
tion times our numerical simulations do not
indicate the presence of such a thermalization
process.
To characterize the dependence of the local-

ization transition on U and D, we focused on the
stationary value of I , plotted in Fig. 3 for non-
interacting atoms and in Fig. 4 for interacting
atoms. For noninteracting atoms (Fig. 3), the
measured imbalance is compatible with extended
stateswithin the finite, trapped system forD/J≲ 2.
Above the critical point of the homogeneous
Aubry-André model at D/J = 2 (38), however,
the measured imbalance strongly increases as
the single-particle eigenstates become more and
more localized. The observed transition agrees
well with our theoreticalmodeling, including the
harmonic trap (37).
The addition of moderate interactions slightly

reduces the degree of localization comparedwith
that of the noninteracting case; they decrease
the imbalance I and hence increase the critical
value of D necessary to cross the delocalization-
localization transition (Fig. 4, A and B). We
found that localization persists for all interac-
tion strengths. For a given disorder, the imbal-
ance I decreases up to a value of U ~ 2D before
increasing again. For large |U|, the system even
becomes more localized than in the noninter-
acting case. This can be understood qualita-
tively by considering an initial state consisting
purely of empty sites and sites with two atoms
(doublons): For sufficiently strong interactions,
isolated doublons represent stable quasiparti-
cles because the two atoms cannot separate and

hence only tunnel with an effective second-order
tunneling rate of JD ¼ 2J2

jU j ≪J (45,46). This strongly
increases the effective disorder ºD/JD ≫D/J
and promotes localization. In the experiment,
the initial doublon fraction is well below one
(37), and the density is finite, so that we ob-
served a weaker effect. We found the localiza-
tion dynamics and the resulting stationary values
to be symmetric around U = 0, highlighting the
dynamical U ↔ –U symmetry of the Hubbard
Hamiltonian for initially localized atoms (47).
The effect of interactions can be seen in the con-
tour lines (Fig. 4A, dotted white lines) as well as
directly in the characteristic “W” shape of the
imbalance at constant disorder (Fig. 4B), dem-
onstrating the re-entrant behavior of the system
(22). This behavior extends to our best estimate
of the localization transition, which is shown in
Fig. 4A as the solid white line.
We can gain additional insight into how local-

ization changes with interaction strength by com-
puting the growth of the entanglement entropy
(37) between the two halves of the system during
the dynamics (Fig. 5A). For long times, we ob-
served a logarithmic growth of the entanglement
entropy with time as S(t) = Soffset + s*ln(t/t),
which is characteristic of the MBL phase (12, 13).
The slope s* is proportional to the bare localiza-
tion length x*, which in a weakly interacting sys-
tem in the localized phase corresponds to the
single-particle localization length. In general,
x* is the characteristic length over which the ef-
fective interactions between the conserved local
densities decay (17, 18) and connects to themany-
body localization length x deep in the localized
phase. In contrast to x, however, x* is expected to
remain finite at the transition (48).We found s* to
exhibit a broad maximum for intermediate inter-
action strengths (Fig. 5B), corresponding to a
maximum in the thus inferred localization length.

Thismaximum in turn leads to aminimum in the
CDW value. Both the characteristic “W” shape in
the imbalance and the maximum in the entan-
glement entropy slope are consequences of the
maximum in localization length. Equivalent in-
formation on the localization properties as ob-
tained from the entanglement entropy can be
gained in experiments by monitoring the tem-
poral decay of fluctuations around the station-
ary value of the CDW (37). Although we do not
have sufficient sensitivity to measure these fluc-
tuations in the current experiment, we expect
them to be accessible to experiments with single-
site resolution (49, 50).
To systematically study the effect of the

initial energy density on the MBL phase, we
loaded the lattice using either attractive, van-
ishing, or repulsive interactions (Fig. 6), pre-
dominantly changing the number of doublons
in the initial state (37). Because the initial state
consists of fully localized particles only, the local
energy density is directly given by the product
of interaction strength U and doublon density.
We found that for an interaction strength during
the evolution of |U/J| ≤ 6, the energy density
does not substantially affect the localization pro-
perties, proving that MBL persists over a wide
energy range. For |U/J| > 8, localization pro-
perties depend substantially on the doublon
fraction because of the second emerging ener-
gy scale JD, as discussed above. Thus, the local-
ization transition can be tuned via changing the
doublon fraction at large U. This constitutes a
direct observation of a many-body mobility edge
because the doublon density dominates the en-
ergy density.
For the case of repulsive loading, which re-

sults in a low fraction of doubly occupied sites,
the imbalance for U/J = 0 and strong interactions
match within error. Indeed, a rigorous mapping
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Fig. 3. Stationary values of the imbalance I as
a function of disorder strength D for noninteract-
ing atoms.The Aubry-André transition is at D/J = 2.
Circles show the experimental data, along with
exact diagonalization (ED) calculations with (red
line) and without (gray line) trap effects (37). Each
experimental data point is the average of three
different evolution times (13.7, 17.1, and 20.5 t)
and four different disorder phases f, for a total of
12 individual measurements per point. To avoid
any interaction effects, only a single spin compo-
nent was used.The ED calculations are averaged
over similar evolution times to the experiment and
12different phase realizations. Error bars show the
SD of the mean.

Fig. 4. Stationary imbalance for various interactionanddisorder strengths. (A) Stationary imbalance
I as a function of interactions U and disorder strength D. Moderate interactions reduce the degree of
localization compared with the noninteracting or strongly interacting cases. The white dotted lines
are contours of equal I , and the solid white line is the contour of I matching the Aubry-André transition
(U = 0 and D/J = 2) extended to the interacting case. It indicates the MBL transition. The green dot-
dashed line shows the fitted minima of I for each D (37). Each individual data point (vertices of the
pseudo-color plot) is the average of the same 12 parameters as in Fig. 3.The color of each square represents
the average imbalance of the four points on the corners. All data were taken with a doublon fraction of
34(2)%. (B) Cuts along four different disorder strengths. The effect of interactions on the localization
gives rise to a characteristic “W” shape. Solid lines are the results of DMRG simulations for a single
homogeneous tube. Error bars indicate the SD of the mean.
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by the ratio of lattice periodicities b, disorder
strength D, and phase offset f. Finally,U represents
the on-site interaction energy, and

ˇ

ni;s ¼

ˇ

c †i;s

ˇ

ci;s
is the local number operator (Fig. 1C).
This quasirandom model is special in that for

almost all irrational b (37), all single-particle
states become localized at the same critical dis-
order strength D/J = 2 (38). For larger disorder
strengths, the localization length decreases mono-
tonically. Such a transition was indeed ob-
served experimentally in a noninteracting bosonic
gas (30). In contrast, truly random disorder will
lead to single-particle localization in one dimen-
sion already for arbitrarily small disorder strengths.
Previous numerical work indicatesMBL in quasi-
random systems to be similar to that obtained for
a truly random potential (36).

Experiment

We experimentally realized the Aubry-André
model by superimposing on the primary, short
lattice (ls = 532 nm) a second, incommensu-
rate disorder lattice with ld = 738 nm (thus, b =
ls/ld ≈ 0.721) and control J, D, and f via lattice
depths and relative phase between the two lat-
tices (37). The interactions (U) between atoms
in the two different spin states j↑i and j↓i are
tuned via a magnetic Feshbach resonance (37).
In total, this provides independent control of
U, J, and D and enables us to continuously tune
the system from an Anderson insulator in the
noninteracting case to the MBL regime for inter-
acting particles.
An additional long lattice (ll = 1064 nm = 2ls)

forms a period-two superlattice (39, 40) together
with the short lattice and is used during the prep-
aration of the initial CDW state and during de-
tection (37). Deep lattices along the orthogonal
directions [l⊥= 738nmandV⊥=36(1)ER] create an
array of decoupled 1D tubes. Here, ER ¼ h2=
ð2ml2latÞ denotes the recoil energy, with h being
Planck’s constant, m the mass of the atoms, and
llat the respective wavelength of the lattice lasers.
We used a two-component degenerate Fermi

gas of 40K atoms, consisting of an equal mixture

of 90 × 103 to 110 × 103 atoms in each of the two
lowest hyperfine states jF ;mFi ¼ j 92 ;−

9
2i ≡ j↓i

and j 92 ;−
7
2i ≡ j↑i, at an initial temperature of

0.20(2) TF, where TF is the Fermi temperature.
The atoms were initially prepared in a finite
temperature band insulating state (41), with
up to 100 atoms per tube in the long and or-
thogonal lattices.We then split each lattice site by
ramping up the short lattice in a tilted con-
figuration (37) and subsequently ramped down
the long lattice. This creates a CDW, in which
there are no atoms on odd lattice sites but zero,
one, or two atoms on each even site (40, 42). This
initial CDW is then allowed to evolve for a given
time in the 8.0(2)ER deep short lattice at a
specific interaction strength U in the presence of
disorder D. In a final step, we detected the num-
ber of atoms on even and odd lattice sites by
using a band-mapping technique that maps them
to different bands of the superlattice (37, 42).
This allows us to directly measure the imbalance
I , as defined in Eq. 1, in much larger systems
than what is numerically feasible.

Results

We tracked the time evolution of the imbal-
ance I for various interactions U and disorder
strengths D (Fig. 2). At short times, the imbal-
ance exhibits some dynamics consisting of a fast
decay followed by a few damped oscillations.
After a few tunneling times t = h/(2pJ), the im-
balance approaches a stationary value. In a clean
system (D/J = 0), and for weak disorder, the sta-
tionary value of the imbalance approaches zero.
For stronger disorder, however, this behavior
changes dramatically, and the imbalance attains
a nonvanishing stationary value that persists for
all observation times. Because the imbalancemust
decay to zero on approaching thermal equilib-
rium at these high energies, the nonvanishing
stationary value of I directly indicates non-
ergodic dynamics. Deep in the localized phase,
in which unbiased numerical density-matrix re-
normalization group (DMRG) calculations are
feasible because of the slowentanglement growth,

we found the stationary value obtained in the
simulations to be in very good agreement with
the experimental result. These simulations were
performed for a single homogeneous tube with-
out any trapping potentials (37). The stronger
damping of oscillations observed in the exper-
iment can be attributed to a dephasing caused
by variations in J between different 1D tubes
(37, 42).
We experimentally observed an additional

very slow decay of I on a time scale of several
hundred tunneling times for all interaction
strengths, which we attribute to the fact that
our system is not perfectly closed owing to small
background gas losses, technical heating, pho-
ton scattering, and coupling to neighboring

SCIENCE sciencemag.org 21 AUGUST 2015 • VOL 349 ISSUE 6250 843

Fig. 1. Schematics of the many-
body system, initial state, and
phase diagram. (A) Initial state of
our system consisting of a CDW, in
which all atoms occupy even sites
(e) only. For an interacting many-body
system, the evolution of this state over
time depends on whether the system is
ergodic or not. (B) Schematic phase
diagram for the system. In the ergodic,
delocalized phase (white), the initial
CDWquickly decays,whereas it persists
for long times in the nonergodic, local-
ized phase (yellow).The striped area
indicates the dependence of the
transition on the doublon fraction, with
the black solid line indicating the case of no doublons.The black dash-dotted line represents the experimentally observed transition for a finite doublon fraction,
extracted from the data in Fig. 4.The gray arrows depict the postulated pattern of renormalization group flows controlling the localization transition. For U = 0, as
well as in the limit of infinite U with no doublons present (37), the transition is controlled by the noninteracting Aubry-André critical point, represented by the
unstable gray fixed points. Generically, however, it is governed by the MBL critical point (48), shown in red. The U = 0 and U = ∞ as well as the D/J = 0 limits
represent special integrable cases that are not ergodic (51, 52). (C) A schematic representation of the three terms in the Aubry-André Hamiltonian (Eq. 2).

Fig. 2. Time evolution of an initial CDW. A CDW,
consisting of fermionic atoms occupying only even
sites, is allowed to evolve in a lattice with an ad-
ditional quasirandom disorder potential. After var-
iable times, the imbalance I between atoms on
odd and even sites is measured. Experimental
time traces (circles) and DMRG calculations for
a single homogeneous tube (lines) (37) are shown
for various disorder strengths D. Each experi-
mental data point denotes the average of six dif-
ferent realizations of the disorder potential, and
the error bars show the SD of the mean. The
shaded region indicates the time window used
to characterize the stationary imbalance in the
rest of the analysis.
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odd lattice sites 

Choi et al. Science  
352, 1547 (2016)

macroscopic systems—triggered tremendous the-
oretical efforts (6–8). Furthermore, the break-
down of the eigenstate thermalization hypothesis
(9–12) caused by the failure of these systems to act
as their own heat bath implies the persistence of
initial state information, which might serve as a
useful resource for quantum information tech-
nologies (13). Several other notable features of
many-body localization (MBL) have been unco-
vered, such as the description of fully localized
systems by coupled localized integrals of motion
(14, 15). This underlies the absence of particle
transport but allows the transport of phase cor-

relations, leading to a characteristic logarithmic
growth of the entanglement entropy in the case
of short-range interactions (16–20). Another dis-
tinctive feature of many-body localized systems,
as compared with noninteracting low-dimensional
systems, is the requirement of a nonzero disorder
strength for the localized phase to appear (21, 22).
Recently, the absence of thermalization due to

MBL in a quasi-disordered one-dimensional (1D)
Fermi lattice has been reported (23, 24). These
studies explored the system’s behavior at long
times and high energy density, as opposed to
earlier experiments with noninteracting systems
(25–30) or interacting ultracold atoms in lower-
energy states (31–36). A recent experiment with
3D disordered lattice fermions provided evidence
for the absence of particle transport, even at
elevated temperatures (37). Indications for local-
ization in Fock space, one characteristic property
of MBL (2), have been reported in short ion
chains (38), and MBL has been suggested as one
possible explanation for the recently observed
vanishing conductance in disordered supercon-

ductors at nonzero temperature (39). However,
despite intensive theoretical and experimental
efforts, some aspects of MBL, such as the details
of the localization transition, including the iden-
tification of diverging length scales, are still not
fully understood. Whereas in one dimension the
localization transition is rather well studied
(21, 22, 40, 41), the nature of MBL in higher
dimensions is an open question.
Here we address the open question of the

nature of a MBL transition in two dimensions,
which we observe experimentally and character-
ize. We report on the single-site–resolved study
of thermalization and transport in a disordered
2D bosonic optical lattice, starting from a high–
energy density initial state far from equilibrium.
By tracking the time evolution of an initially
prepared density domain wall for variable dis-
order strengths, we reveal the fairly sharp onset
of nonthermalizing behavior above a critical value
of disorder strength. The observed localization
transition is found when the disorder, single-
particle bandwidth, onsite interaction, and

1548 24 JUNE 2016 • VOL 352 ISSUE 6293 sciencemag.org SCIENCE

Fig. 1. Schematics of the experiment and raw images. (A) A 2D random
disorder potential is imaged onto a single atomic plane in an optical lattice.
The disorder is controlled by a digital mirror device (DMD), which converts
a Gaussian laser intensity profile into a 2D random intensity distribution
with spatially uniform mean light intensity (bottom image). The limited
numerical aperture (NA = 0.68) of the microscope objective introduces a
finite correlation length and leads to a smoothing of the disorder distribu-
tion. The histogram at bottom right (red bars) is the measured disorder
distribution and its asymmetric Gaussian fit curve (red solid line), where D
is the full width at half maximum of the disorder distribution. Distinct to
the other two images showing the original (bottom) and smoothed (middle)
light intensity distributions, the top image displays the local disorder po-
tential determined by in situ spectroscopy (42). The yellow circles on the

lower images indicate the spectroscopically calibrated region. (B) Raw
fluorescence images (the red-to-yellow color scale corresponds to increasing
detected light level) showing the evolution of the initial density step with-
out disorder. The left column shows single images (isolated red dots are
individual atoms) of the parity-projected atomic distribution for the indi-
cated evolution times. The right column displays the mean density distri-
bution averaged over 50 different disorder potentials. The top left image
depicts the initial state for which the analysis region (dx × dy = 5 × 31) is
indicated by the white box. For the high-disorder case shown in (C) the
detected initial-state filling is slightly lower, which is an artifact of the parity
projection (42). In contrast to (B), traces of the initial state remain at all
times in the disordered case. The white circles in the averaged density
profiles after t = 249t highlight the difference. a.u., arbitrary units.

1Max-Planck-Institut für Quantenoptik, 85748 Garching,
Germany. 2Department of Physics, Princeton University,
Princeton, NJ 08544, USA. 3Institute for Advanced Study,
Princeton, NJ 08540, USA. 4Fakultät für Physik, Ludwig-
Maximilians-Universität, 80799 München, Germany.
*These authors contributed equally to this work. †Corresponding
author. Email: jae-yoon.choi@mpq.mpg.de ‡Present address:
Department of Physics, Princeton University, Princeton, NJ 08540,
USA. §‡Present address: Laboratoire Kastler Brossel, CNRS, École
Normale Supérieure, 75005 Paris, France.

RESEARCH | RESEARCH ARTICLES

 o
n 

Fe
br

ua
ry

 2
3,

 2
01

7
ht

tp
://

sc
ie

nc
e.

sc
ie

nc
em

ag
.o

rg
/

D
ow

nl
oa

de
d 

fr
om

 

macroscopic systems—triggered tremendous the-
oretical efforts (6–8). Furthermore, the break-
down of the eigenstate thermalization hypothesis
(9–12) caused by the failure of these systems to act
as their own heat bath implies the persistence of
initial state information, which might serve as a
useful resource for quantum information tech-
nologies (13). Several other notable features of
many-body localization (MBL) have been unco-
vered, such as the description of fully localized
systems by coupled localized integrals of motion
(14, 15). This underlies the absence of particle
transport but allows the transport of phase cor-

relations, leading to a characteristic logarithmic
growth of the entanglement entropy in the case
of short-range interactions (16–20). Another dis-
tinctive feature of many-body localized systems,
as compared with noninteracting low-dimensional
systems, is the requirement of a nonzero disorder
strength for the localized phase to appear (21, 22).
Recently, the absence of thermalization due to

MBL in a quasi-disordered one-dimensional (1D)
Fermi lattice has been reported (23, 24). These
studies explored the system’s behavior at long
times and high energy density, as opposed to
earlier experiments with noninteracting systems
(25–30) or interacting ultracold atoms in lower-
energy states (31–36). A recent experiment with
3D disordered lattice fermions provided evidence
for the absence of particle transport, even at
elevated temperatures (37). Indications for local-
ization in Fock space, one characteristic property
of MBL (2), have been reported in short ion
chains (38), and MBL has been suggested as one
possible explanation for the recently observed
vanishing conductance in disordered supercon-

ductors at nonzero temperature (39). However,
despite intensive theoretical and experimental
efforts, some aspects of MBL, such as the details
of the localization transition, including the iden-
tification of diverging length scales, are still not
fully understood. Whereas in one dimension the
localization transition is rather well studied
(21, 22, 40, 41), the nature of MBL in higher
dimensions is an open question.
Here we address the open question of the

nature of a MBL transition in two dimensions,
which we observe experimentally and character-
ize. We report on the single-site–resolved study
of thermalization and transport in a disordered
2D bosonic optical lattice, starting from a high–
energy density initial state far from equilibrium.
By tracking the time evolution of an initially
prepared density domain wall for variable dis-
order strengths, we reveal the fairly sharp onset
of nonthermalizing behavior above a critical value
of disorder strength. The observed localization
transition is found when the disorder, single-
particle bandwidth, onsite interaction, and

1548 24 JUNE 2016 • VOL 352 ISSUE 6293 sciencemag.org SCIENCE

Fig. 1. Schematics of the experiment and raw images. (A) A 2D random
disorder potential is imaged onto a single atomic plane in an optical lattice.
The disorder is controlled by a digital mirror device (DMD), which converts
a Gaussian laser intensity profile into a 2D random intensity distribution
with spatially uniform mean light intensity (bottom image). The limited
numerical aperture (NA = 0.68) of the microscope objective introduces a
finite correlation length and leads to a smoothing of the disorder distribu-
tion. The histogram at bottom right (red bars) is the measured disorder
distribution and its asymmetric Gaussian fit curve (red solid line), where D
is the full width at half maximum of the disorder distribution. Distinct to
the other two images showing the original (bottom) and smoothed (middle)
light intensity distributions, the top image displays the local disorder po-
tential determined by in situ spectroscopy (42). The yellow circles on the

lower images indicate the spectroscopically calibrated region. (B) Raw
fluorescence images (the red-to-yellow color scale corresponds to increasing
detected light level) showing the evolution of the initial density step with-
out disorder. The left column shows single images (isolated red dots are
individual atoms) of the parity-projected atomic distribution for the indi-
cated evolution times. The right column displays the mean density distri-
bution averaged over 50 different disorder potentials. The top left image
depicts the initial state for which the analysis region (dx × dy = 5 × 31) is
indicated by the white box. For the high-disorder case shown in (C) the
detected initial-state filling is slightly lower, which is an artifact of the parity
projection (42). In contrast to (B), traces of the initial state remain at all
times in the disordered case. The white circles in the averaged density
profiles after t = 249t highlight the difference. a.u., arbitrary units.
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macroscopic systems—triggered tremendous the-
oretical efforts (6–8). Furthermore, the break-
down of the eigenstate thermalization hypothesis
(9–12) caused by the failure of these systems to act
as their own heat bath implies the persistence of
initial state information, which might serve as a
useful resource for quantum information tech-
nologies (13). Several other notable features of
many-body localization (MBL) have been unco-
vered, such as the description of fully localized
systems by coupled localized integrals of motion
(14, 15). This underlies the absence of particle
transport but allows the transport of phase cor-

relations, leading to a characteristic logarithmic
growth of the entanglement entropy in the case
of short-range interactions (16–20). Another dis-
tinctive feature of many-body localized systems,
as compared with noninteracting low-dimensional
systems, is the requirement of a nonzero disorder
strength for the localized phase to appear (21, 22).
Recently, the absence of thermalization due to

MBL in a quasi-disordered one-dimensional (1D)
Fermi lattice has been reported (23, 24). These
studies explored the system’s behavior at long
times and high energy density, as opposed to
earlier experiments with noninteracting systems
(25–30) or interacting ultracold atoms in lower-
energy states (31–36). A recent experiment with
3D disordered lattice fermions provided evidence
for the absence of particle transport, even at
elevated temperatures (37). Indications for local-
ization in Fock space, one characteristic property
of MBL (2), have been reported in short ion
chains (38), and MBL has been suggested as one
possible explanation for the recently observed
vanishing conductance in disordered supercon-

ductors at nonzero temperature (39). However,
despite intensive theoretical and experimental
efforts, some aspects of MBL, such as the details
of the localization transition, including the iden-
tification of diverging length scales, are still not
fully understood. Whereas in one dimension the
localization transition is rather well studied
(21, 22, 40, 41), the nature of MBL in higher
dimensions is an open question.
Here we address the open question of the

nature of a MBL transition in two dimensions,
which we observe experimentally and character-
ize. We report on the single-site–resolved study
of thermalization and transport in a disordered
2D bosonic optical lattice, starting from a high–
energy density initial state far from equilibrium.
By tracking the time evolution of an initially
prepared density domain wall for variable dis-
order strengths, we reveal the fairly sharp onset
of nonthermalizing behavior above a critical value
of disorder strength. The observed localization
transition is found when the disorder, single-
particle bandwidth, onsite interaction, and
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Fig. 1. Schematics of the experiment and raw images. (A) A 2D random
disorder potential is imaged onto a single atomic plane in an optical lattice.
The disorder is controlled by a digital mirror device (DMD), which converts
a Gaussian laser intensity profile into a 2D random intensity distribution
with spatially uniform mean light intensity (bottom image). The limited
numerical aperture (NA = 0.68) of the microscope objective introduces a
finite correlation length and leads to a smoothing of the disorder distribu-
tion. The histogram at bottom right (red bars) is the measured disorder
distribution and its asymmetric Gaussian fit curve (red solid line), where D
is the full width at half maximum of the disorder distribution. Distinct to
the other two images showing the original (bottom) and smoothed (middle)
light intensity distributions, the top image displays the local disorder po-
tential determined by in situ spectroscopy (42). The yellow circles on the

lower images indicate the spectroscopically calibrated region. (B) Raw
fluorescence images (the red-to-yellow color scale corresponds to increasing
detected light level) showing the evolution of the initial density step with-
out disorder. The left column shows single images (isolated red dots are
individual atoms) of the parity-projected atomic distribution for the indi-
cated evolution times. The right column displays the mean density distri-
bution averaged over 50 different disorder potentials. The top left image
depicts the initial state for which the analysis region (dx × dy = 5 × 31) is
indicated by the white box. For the high-disorder case shown in (C) the
detected initial-state filling is slightly lower, which is an artifact of the parity
projection (42). In contrast to (B), traces of the initial state remain at all
times in the disordered case. The white circles in the averaged density
profiles after t = 249t highlight the difference. a.u., arbitrary units.
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Critical thermalization  
in 3D NV diamond

To characterize the spin decay dynamics governed by
Heff , we calculate the survival probability PðtÞ of the
excitation via a simple resonance counting analysis. For a
given disorder realization, this resonance counting proceeds
as follows. Two spins at sites i and j are on resonance at time
t if (i) their energy mismatch is smaller than their dipolar
interaction strength, jδ̃i − δ̃jj < βJ0=r3ij (β is a dimension-
less constant of order unity), and (ii) the interaction occurs
within the timescale t, Jij=r3ij > 1=t. PðtÞ is approximately
given by the probability of having found no resonances up to
time t or, equivalently, up to distance RðtÞ≡ ðJ0tÞ1=3 [20].
This probability can be computed as the product of prob-
abilities of having no resonant spins at any r,

PðtÞ ¼
YRðtÞ

r

!
1 − 4πnr2dr

βJ0=r3

Weff

"
∝ tð−4πnβJ0=3WeffÞ: ð2Þ

PðtÞ exhibits power-law decay with a disorder dependent
exponent η ¼ 4πnβJ0=ð3WeffÞ, where n is the density of
spins that are oppositely polarized to the central excitation.
This subexponential relaxation is the essence of the
slow critical dynamics predicted by Anderson [1]. Such

single-particle power-law relaxation is also consistent with
results obtained from random-banded matrix theory [14,26]
and is numerically verified for up to N ¼ 104 spins [20].
A detailed comparison of our experimental observations

with these theoretical predictions is summarized in Fig. 4.
In order to quantify the slow dynamics, we take subsets of
our depolarization time trace over half-decade windows, fit
the data to power laws, and extract the resulting exponents.
Varying the starting time of the windows, we find that the
extracted exponents remain constant up to a long time
T$ ≫ 1=J, beyond which they increase, indicating the
deviation of the thermalization dynamics from a simple
single-particle prediction [Fig. 4(b)]. Interestingly, the
exponents scale linearly with the inverse effective disorder,
as predicted by the counting argument [Fig. 4(c)].
Furthermore, we find that their values are in excellent
agreement with our theory based on numerical simulations
of a single-particle Hamiltonian [20].
At late times (t > T$), the observed decay accelerates and

deviates significantly from the power law.This is natural since
the effects of multiparticle interactions cannot be neglected
when a significant fraction of spins have already undergone
depolarization. In particular, intragroup Ising interactions
among randomly positioned spins δIi ≡

P
jJij=r

3
ijhσxji may

behave as an additional disorder that changes in time with
characteristic strength J=4 ∼ ð2πÞ105 kHz. Additionally,
weak coupling to the environment may also give rise to
corrections to our single particle model.
To understand this behavior, we extend our theory

analysis by allowing the on-site disorder to vary slowly
in time. More specifically, we assume that the disorder
potential consists of both static and dynamical parts with
standard deviationsWs andWd, and that the dynamical part
changes over a correlation time τd. Repeating our previous
analysis incorporating the effect of dynamical disorder, we
obtain a modified survival probability P̃ðtÞ ∝ e−t=T

$
t−η

with T$ ≡ 3Wsτd=ð4πnβJ0Þ [20]. The rate 1=T$ thus
characterizes the deviation from the power-law regime,
and can be intuitively understood as the rate at which a pair
of initially off-resonant spins comes into resonance as the
local potentials vary in time. Figure 3(d) shows that P̃ðtÞ
provides an excellent fit to our observation over all time-
scales. Both extracted parameters Wd ∼ ð2πÞ0.5 MHz and
τd ∼ 40 μs are comparable to the strength of Ising inter-
actions and independently measured NV depolarization
time, respectively [20,23]. This suggests that the dynamical
disorder is dominated by intrinsic contributions from Ising
interactions, which is related to the predicted thermalization
enhancement due to multi-particle resonances and higher
order processes [11,12]. Moreover, the extracted power-law
duration agrees well with the predicted linear dependence
of T$ on effective disorder strengths [Fig. 4(d)]. Together,
these observations strongly corroborate our theoretical
model describing the microscopic mechanism of thermal-
ization dynamics in a critical system.

(a)

(c) (d)

(b)

FIG. 4. Understanding thermalization dynamics. (a) Schematic
of single particle resonance counting argument predicting a power-
law decay profile. (b) Variation of power-law exponents extracted
from a subset of data, consisting of seven subsequent points, swept
from the beginning to the end of thermalization time traces. Black
and gray data correspond to the case of Ω ¼ ð2πÞ4 and 9 MHz,
respectively. Dotted lines correspond to phenomenological fits,
identifying the duration over which the power-law exponents
remain constant. (c) Power-law decay exponents of group A
polarization as a function of effective disorder Weff. Dashed line
corresponds to a theoretical prediction based on the single particle
resonance counting. (d) Duration of power-law dynamics ex-
tracted for various strengths of effective disorderWeff. Dashed line
corresponds to a theoretical prediction based on a refined reso-
nance counting including time-dependent disorder. All error bars
correspond to 1σ.
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Experiment:  Arrested relaxation in an isolated molecular ultracold plasma 

Results invite the theoretical question whether an observed long lifetime and 
evident very low electron temperature reflect self-assembly to a state of many-
body localization far from thermal equilibrium.

Bifurcates.  Irreversibly disposes energy  
to a reservoir of mass transport.   

An ultracold plasma evolves from a molecular 
Rydberg gas of nitric oxide
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500 GHz

Quenches to form a strongly 
coupled, quasi-neutral, plasma 
in a state of arrested relaxation, 
far from thermal equilibrium

Can the constraints of localization guide self-assembly to an MBL 
state?  

Quick overview of the experimental results, model for interpretation



Defined conditions of initial  
density and temperature



•  0.5 mm nozzle, 1 mm skimmer

•  T||
∞ = 500 mK 

P ~5 bar 
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•  NO 10% in 5 bar He, Ar

•  ρNO = 1.6 x 1014 cm-3

•  T⊥
∞ ≈ 5 mK  

M Schulz-Weiling, et al., J. Phys B 
49, 193001 (2016)
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Differentially pumped skimmed supersonic molecular beam

•  ρNO* ≈ 5 x 1012 cm-3

Two machines:

Moving grid Plasma TV



Selected initial quantum state  
Experimental control of initial  

density
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The grid and detector assembly moves longitudinally
under external motorized control. By this mechanism, we can
vary the flight time through the G −1 G2 evolution region
from t = 0, when laser excitation forms the Rydberg gas, until
the the excitation volume transits G2 and forms an electron
signal.

To obtain pulsed-field-ionization spectra, we connect the
output of a Behlke high-voltage switch to G1. A pulse applied
to this electrode creates a rising electric field in the evolution
region. A tuned RC circuit controls the rise time of this pulsed
field. Figure 2 shows the experimental field pulse created for a
fixed G −1 G2 span of 3.6 cm, rising from 0 to 838 V cm−1

with a time constant of three μs.
To probe the excitation volume by means of a low-vol-

tage pulsed field, we use a Tektronix AWG2020 arbitrary
waveform generator to create a one μs, −3 V square wave
pulse, which we apply to G1.

3. Results

3.1. Preparation of the Xe Rydberg gas

With ω1 set to excite the transition in Xe from Xe⎡⎣ ⎤⎦p p5 P 6 [5/2]5 2
3/2

2
2, we tune ω2 over a range from 515 nm

to 508 nm, which drives absorption from the p6 state to
Rydberg states in the ns and nd series with an initial principal
quantum number ranging from =n 300 to 70. Using a for-
ward-bias high-voltage pulse, applied to G1 after a delay of
one μs, we detect the ω2 absorption spectrum by pulsed-field
ionization. Figure 3 plots the Rydberg spectrum from n = 38
to n = 53, observed in ω2 transitions from Xe p6 by inte-
grating the pulsed-field ionization signal.

If we omit the pulsed field and wait for the excitation
volume to travel the distance set between the excitation region
and G2, we observe a characteristic waveform, as displayed in
figure 4. The small prompt electron signal at μ≈t 0 s appears

with an intensity that does not vary with the properties of ω2,
but does depend sensitively on the ω1 power, indicating that
this weak feature arises from ω1 three-photon ionization.

The arrival time of the second feature depends on the
distance from the excitation region to G2. This distance
divided by this late-peak arrival time conforms precisely with
the measured −385 m s 1 velocity of Xe atoms in our beam.
The width of this feature in time transforms to the spatial
width of the excitation volume in the direction of propagation.

Figure 2. RampQ3 pulse used to obtain field-ionization spectra of Xe
Rydberg states. A tuned RC circuit produces a pulsed electrostatic
field that rises to 838 V cm−1 with a time constant of three μs. Figure 3.A portion of the pulsed-field ionization detected absorption

spectrum of high-Rydberg transitions originating from Xe⎡⎣ ⎤⎦p p5 P 6 [5/2]5 2
3/2

2
2. The ladder marks resonances assigned to the

nd series converging to Xe+ p P5 5 2
3/2.

Figure 4. Oscilloscope trace showing the electron signal as a
function of time at the MCP detector. The prompt peak at 0 μs arises
from three ω1-photon ionization of xenon atoms together with the
instantaneous evaporation of prompt electrons following Rydber-
g–Rydberg Penning ionization. The second, stronger electron signal
marks the transit of the excited volume through G2.
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Short-time dynamics  
of electron-impact avalanche ionization



The grid and detector assembly moves longitudinally
under external motorized control. By this mechanism, we can
vary the flight time through the G −1 G2 evolution region
from t = 0, when laser excitation forms the Rydberg gas, until
the the excitation volume transits G2 and forms an electron
signal.

To obtain pulsed-field-ionization spectra, we connect the
output of a Behlke high-voltage switch to G1. A pulse applied
to this electrode creates a rising electric field in the evolution
region. A tuned RC circuit controls the rise time of this pulsed
field. Figure 2 shows the experimental field pulse created for a
fixed G −1 G2 span of 3.6 cm, rising from 0 to 838 V cm−1

with a time constant of three μs.
To probe the excitation volume by means of a low-vol-

tage pulsed field, we use a Tektronix AWG2020 arbitrary
waveform generator to create a one μs, −3 V square wave
pulse, which we apply to G1.

3. Results

3.1. Preparation of the Xe Rydberg gas

With ω1 set to excite the transition in Xe from Xe⎡⎣ ⎤⎦p p5 P 6 [5/2]5 2
3/2
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to 508 nm, which drives absorption from the p6 state to
Rydberg states in the ns and nd series with an initial principal
quantum number ranging from =n 300 to 70. Using a for-
ward-bias high-voltage pulse, applied to G1 after a delay of
one μs, we detect the ω2 absorption spectrum by pulsed-field
ionization. Figure 3 plots the Rydberg spectrum from n = 38
to n = 53, observed in ω2 transitions from Xe p6 by inte-
grating the pulsed-field ionization signal.

If we omit the pulsed field and wait for the excitation
volume to travel the distance set between the excitation region
and G2, we observe a characteristic waveform, as displayed in
figure 4. The small prompt electron signal at μ≈t 0 s appears

with an intensity that does not vary with the properties of ω2,
but does depend sensitively on the ω1 power, indicating that
this weak feature arises from ω1 three-photon ionization.

The arrival time of the second feature depends on the
distance from the excitation region to G2. This distance
divided by this late-peak arrival time conforms precisely with
the measured −385 m s 1 velocity of Xe atoms in our beam.
The width of this feature in time transforms to the spatial
width of the excitation volume in the direction of propagation.

Figure 2. RampQ3 pulse used to obtain field-ionization spectra of Xe
Rydberg states. A tuned RC circuit produces a pulsed electrostatic
field that rises to 838 V cm−1 with a time constant of three μs. Figure 3.A portion of the pulsed-field ionization detected absorption

spectrum of high-Rydberg transitions originating from Xe⎡⎣ ⎤⎦p p5 P 6 [5/2]5 2
3/2

2
2. The ladder marks resonances assigned to the

nd series converging to Xe+ p P5 5 2
3/2.

Figure 4. Oscilloscope trace showing the electron signal as a
function of time at the MCP detector. The prompt peak at 0 μs arises
from three ω1-photon ionization of xenon atoms together with the
instantaneous evaporation of prompt electrons following Rydber-
g–Rydberg Penning ionization. The second, stronger electron signal
marks the transit of the excited volume through G2.
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SFI captures the avalanche in progress

N+ = 2N+ = 0

• Shot-to-shot total electron signal accurately 
  classifies Rydberg gas density.
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• Observed relaxation rate conforms well with  
  classical simulations at all (uniform) densities.

Ramp delay time = 

Coupled rate-equation model

44 f(2)
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ramp delay 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e- impact avalanche
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the widths of observed plasma volumes as a function of
time in all three Cartesian dimensions [7]. On the basis
of these measurements, we can estimate that the 50f(2)
Rydberg gas ellipsoid with initial Gaussian dimensions,
�

x

= 0.75, �

y

= 0.42, �

z

= 0.42 mm forms a plasma
that expands in 10 µs to shape defined approximately by
Gaussian ellipsoid widths of, �

x

= 1.0, �
y

= 0.55, �
z

=
0.70 mm. Combining this observed change in volume
with the evident decrease of integrated signal in Figure
3 tells us that the plasma formed with an initial peak
density of 3⇥ 1011 cm�3 decays and expands after 10 µs
to a peak density of 4⇥ 1010 cm�3.

Electron signal measurements in our longer flight path
imaging instrument yield strong waveforms of equal
area after flight times of 200 and 400 µs (see below),
suggesting a plasma lifetime substantially in excess of 1
millisecond. Accounting for the measured expansion in
x, y and z, we can estimate that after a flight time of
400 µs, a plasma described by the waveforms in Figure 3
strikes our imaging detector with a peak density on the
order of 1⇥ 107 cm�3.

C. Selective field-ionization spectrum as a probe of
the relaxation from Rydberg gas to plasma

A Rydberg gas in a quantum state n undergoes
selective field ionization (SFI) when the amplitude of a
ramped electrostatic field reaches the electron binding
energy threshold for that state [30]. The free electrons
bound by the space charge of a low-density plasma
separate from the ions at an early point in a typical field
ramp [31], a↵ording a field ionization trace that di↵ers
very little from the SFI spectrum of a Rydberg gas of
very high principal quantum number.

1. Absolute calibration of the initial density of the Rydberg
gas in a molecular beam

The total charge collected in the pulsed-field ionization
of a given volume of Rydberg gas at any stage in its
evolution to plasma relates directly to its initial excited
state density. We have confirmed this in experiments on
Rydberg gases of nitric oxide, examining the total yield
of electrons observed as a function of !1 pulse energy,
from 1 to 20 µJ, and !1 - !2 delay (�t

!2) from 0 to 150
ns.

For low laser intensities in this range, !1 produces a
density of molecules excited to the A 2⌃+ intermediate
state that varies linearly with laser pulse energy, while
laser pulses with energies above 15 µJ clearly saturate
this first excitation step.

A precise knowledge of the molecular beam density
enables us to specify the maximum density of A-state NO
under conditions of saturated !1 excitation. The well-
known radiative lifetime of the NO A 2⌃+ state precisely

determines the relative excited state density as a function
of �t

!2 for any !1 power [32].
We use these two well-defined properties: i) the

approach to saturated excitation of the X to A transition,
and ii) the decay of A-state population in time, to build a
robust classification model for Rydberg gas density. This
model uses the shot-to-shot integrated electron signal to
determine the absolute initial Rydberg gas density for
every shot in any family of SFI experiments that includes
some !1 laser pulse energies in the saturated regime.

2. SFI as a probe of avalanche dynamics

The double-resonant excitation of NO forms an
ellipsoidal volume of Rydberg gas with a well-defined
density distribution. The absolute magnitude of the
density in each element of this volume determines the
fraction of molecules with nearest-neighbour distances
that fall within a critical radius for prompt Penning
ionization. Trapped by the NO+ space charge, Penning
electrons collide inelastically with Rydberg molecules.
Relaxation releases energy, and the system builds to an
electron-impact avalanche.
Classifying individual SFI traces for initial Rydberg

gas density provides a revealing gauge of the avalanche
dynamics. Sequences of frames in Figure 4 show families
of 4,000 SFI traces for an initial principal quantum
number of n0 = 44, sorted in each frame by initial
Rydberg gas density from 1012 to 1010 cm�3. We have
recorded many such SFI traces for values of n0 from
30 to 60. These measurements detail the evolution of
a molecular nitric oxide Rydberg gas to plasma as a
function of its calibrated density and selected initial
principal quantum number.
Here, for densities greater than 1012 cm�3, we see that

the field ionization structure of the n0f(2) Rydberg state
gives way to a low-field extraction of plasma electrons on
a time scale faster than the 1 V ns�1 rise time of the
field ramp. At two orders of magnitude lower Rydberg
gas density, very little free electron signal develops on a
half-microsecond time scale.
We and others have shown that simple coupled rate-

equation calculations account well for the avalanche
dynamics of atomic systems, as modelled by MD
simulations, provided that these treatments define
consistent limits on the depth of Rydberg binding energy
[9, 33].
Rydberg molecules formed in the molecular NO plasma

predissociate, and we represent the avalanche in this case
with an extended set of coupled di↵erential equations
[28]:
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FIG. 4: (left) Selective field ionization spectra of NO: Contour plots showing SFI signal as a function the applied field
for an nf(2) Rydberg gas with an initial principal quantum number, n0 = 44. Each frame represents 4,000 SFI traces, sorted
by initial Rydberg gas density. Ramp field potential applied to G1, beginning from left to right 0, 150, 300 and 450 ns after
the !2 laser pulse. The two bars of signal most evident at early ramp field delay times represent the field ionization of the
44f(2) Rydberg state respectively to NO+ X 1⌃+ cation rotational states, N+ = 0 and 2. This signal shifts to higher field
with increasing ramp-field delay owing to `-mixing [31]. The signal waveform extracted near zero applied field represents the
growing population of plasma electrons. Refer to Figure 6 for a false-colour scale bar.

and,
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in which a variational reaction rate formalism determines
T

e

-dependant rate coe�cients, k

ij

, for electron impact
transitions from Rydberg state i to j, k

i

ion

, for
collisional ionization from state i and k

i

tbr

, for three-
body recombination to state i [13, 34]. Unimolecular
rate constant, k

i,PD

, describes the principal quantum
number dependant rate of Rydberg predissociation [24–
26], averaged over azimuthal quantum number, l [35].
k

DR

accounts for direct dissociative recombination [36]
The temperature of electrons released by avalanche

balances with the relaxation of molecules in the manifold
of Rydberg states populated by initial Penning ionization
and subsequent three-body recombination, conserving
total energy per unit volume:

E
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where R is the Rydberg constant for NO, and ⇢

DR

e

and
⇢

PD

i

represent the number of electrons and Rydberg
molecules of level i lost to dissociative recombination and
predissociation, respectively.

For present purposes, we consider neutral plasmas of
uniform ion and electron density, denoted above as ⇢

e

.
Short timescale simulations neglect the predissociation
of nitric oxide Rydberg molecules and dissociative
recombination of NO+ ions..

Figure 5 shows the growth of electron density
and electron temperature determined by rate-equation
models for avalanche in Rydberg systems with uniform

FIG. 5: Rate equation simulations of the electron-impact
avalanche of a Rydberg gas: (upper curves) Predicted
growth in electron density and temperature on a microsecond
timescale for a n0 = 50 Rydberg gas with initial density
⇢ = 1⇥ 1010 cm�3. (lower curves) Change in electron density
and temperature on a nanosecond timescale for Rydberg gases
with principal quantum numbers n0 = 30, 35, 40, 50 and 60
with an initial density ⇢ = 1⇥ 1012 cm�3.

initial densities of 1010 and 1012 cm�3. Generally, rate
equations predict weak variations in rise time and quasi-
equilibrium electron temperature with initial principal
quantum number, but these avalanche characteristics
depend sensitively on initial Rydberg gas density. In
model calculations, lower-density Rydberg gases evolve
slowly to form plasmas with electron temperatures in the
range of 100 K. Simulated avalanches at a density of 1012

proceed on a nanosecond timescale and form electron

n0 = 50

5 x 1011 cm-3

In a Rydberg gas, this starts an electron impact avalanche, which consumes NO⇤ and drives the system
to a quasi-equilibrium [a quasi-equilibrium where reombination and ionization compensate each other? and235

it is called quasi-, because dissociative processes only reach equilibrium once all Rydbergs are gone? Is my
understanding correct?]. Figure 3 compares the dynamics of avalanche and electron heating that occurs in
Rydberg gases defined by a uniform density distribution and an ellipsoidal shell model. Note for comparable
average densities, both systems signal the onset of avalanche with an initial electron temperature drop,
followed by electron heating. The interval of electron cooling develops more slowly in the uniform system,240

reaching a minimum over an interval about four times longer than the cooling phase of avalanche in the
shell-model ellipsoid. Thereafter, both systems rise in electron temperature at about the same rates.

Converting this to a Results and Discussion, say what properties of the Gaussian ellipsoid make the
electrons first cool then heat on a faster timescale. Say physically why the uniform distribution first cools
more then heats to a higher electron temperature in the first 200 ns. Anticipate the long term behaviour245

that will appear in Figure 7. What explains the di↵erence between uniform and shell-model behaviour in
this short time evolution?

In the uniform model, initial avalanche driven by collisions of Penning electrons with the dominating
body of Rydberg molecules consumes electron kinetic energy. The temperature drops sharply. As it cools
to 20 K, Rydbergs start a downward cascade to lower principal quantum states and slowly release binding250

energy. This energy transfer gains e�ciency as an increased number of collisional parters becomes available
and a heating process is initiated.

In the shell ellipsoid model, evolution occurs in much the same way. However, higher initial Penning
fractions and an overall higher density in the core lead to a faster evolution of both temperature and avalanche
in the first 20 ns. But as the uniform model has completed avalanche, the e↵ects of the low density wings255

of the Gaussian model become more apparent. Here, small Penning fractions and dilute densities cause a
very slow ionization process and lower temperatures. Predissociation does not depend on density. If the
avalanche time exceeds predissociation lifetimes, Rydberg molecules simply dissociate before they can be
ionized.

Instantaneous electron temperature equilibration of the hot core with the cold wings then amounts to a260

slightly lower temperature than in the uniform model.

1

FIG. 1: Figure 1 Schematic model plasma volumes representing (left) the �
x

= 0.75 mm, �
y

= �
y

= 0.42 mm Rydberg gas
ellipsoid formed at t = 0 by the intersection of the �1 laser pulse with a skimmed supersonic molecular beam, and (right) an
idealized Gaussian ellipsoid with �

x

= 1.0 mm, �
y

= 0.55 mm and �
y

= 0.70 mm, representing the measured dimensions of an
ultracold plasma after an evolution of 10 µs.
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FIG. 2: Figure 2 (left) The short-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg
gas with n0 = 49 in an ellipsoid with a uniform initial density of 0.18 � 1012 cm�3 (dotted line) and a shell-model Gaussian
ellipsoid with initial �

x

= 0.75 mm, �
y

= �
y

= 0.42 mm and an initial peak density of 0.5 � 1012 cm�3 (solid line). (right)
Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid
with uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.

Figure 3: (left) The short-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas with
n0 = 49 in an ellipsoid with a uniform initial density of 0.18⇥1012 cm�3 (dotted line) and a shell-model Gaussian ellipsoid with
initial �

x

= 0.75 mm, �

y

= �

z

= 0.42 mm and an initial peak density of 0.5⇥1012 cm�3 (solid line). (right) Global population
fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid with uniform density
(dotted line) and the shell-model ellipsoid (solid line) as above.

Note that cooling leads the global production of ions and electrons in the shell model, while lagging it to
a slight degree in the system of uniform density. Why? Answer: Global manifestations of behaviour in key
shells. Whether describing the local electron density by a uniform representative value or by the Gaussian
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FIG. 5: Figure 5 (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 49 in an ellipsoid with a uniform initial density of 0.18�1012 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 0.75 mm, �
y

= �
y

= 0.42 mm and an initial peak density of 0.5 � 1012 cm�3 (solid line). (right) Global
population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid with
uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.
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FIG. 6: Figure 6 (top) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 80 in an ellipsoid with a uniform initial density of 0.15�1011 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 1.0 mm, �
y

= 0.55 mm and �
y

= 0.70 mm and an initial peak density of 0.4 � 1011 cm�3 (solid line). (right)
Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid
with uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.

Figure 8: (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas with
n0 = 49 in an ellipsoid with a uniform initial density of 0.18 ⇥ 1012 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 0.75 mm, �

y

= �

z

= 0.42 mm and an initial peak density of 0.5 ⇥ 1012 cm�3 (solid line). (right) Global
population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas of uniform density
(dotted line) and a shell-model ellipsoid (solid line) as above.
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FIG. 5: Figure 5 (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 49 in an ellipsoid with a uniform initial density of 0.18�1012 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 0.75 mm, �
y

= �
y

= 0.42 mm and an initial peak density of 0.5 � 1012 cm�3 (solid line). (right) Global
population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid with
uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.

0 5 10 15 20

Time in s

10

20

30

40

50

60

70

T
e

m
p

e
ra

tu
re

 in
 K

uniform model

coupled model

0 5 10 15 20

Time in s

0

0.2

0.4

0.6

0.8

1

F
ra

ct
io

n
 o

f 
p
a
rt

ic
le

s

NO*

NO+ + e-

N(4S) + O(3P)

FIG. 6: Figure 6 (top) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 80 in an ellipsoid with a uniform initial density of 0.15�1011 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 1.0 mm, �
y

= 0.55 mm and �
y

= 0.70 mm and an initial peak density of 0.4 � 1011 cm�3 (solid line). (right)
Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid
with uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.

Figure 9: (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas with
n0 = 80 in an ellipsoid with a uniform initial density of 0.14 ⇥ 1011 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 1.0 mm, �

y

= 0.55 mm and �

y

= 0.70 mm and an initial peak density of 0.4⇥ 1011 cm�3 (solid line). (right)
Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas of uniform
density (dotted line) and a shell-model ellipsoid (solid line) as above.

chosen to represent possible limits conforming with experimentally measured binding energies and expansion
rates of plasmas in states of arrested relaxation.[40] These characteristics suggest a state of Rydberg gas
with an average principal quantum number of n0 = 80, or a plasma of NO+ ions and electrons with a T

e

 5
K. This ellipsoid has measured Gaussian dimensions of �

x

= 1.0 mm, �
y

= 0.55 mm and �

z

= 0.70 mm.
Analysis of the electron signal over time establishes a peak density at arrest of 0.4 ⇥ 1011 cm�3. Coupled330

rate simulations test whether these properties taken as initial conditions describe stable states of a Rydberg
gas or ultracold plasma. Here we see that shell model coupled rate simulations predict evolving populations
of charged particles and neutral atoms with electron temperatures rising to exceed 60 K, much the same as
classical simulations of corresponding systems with a representative uniform density of 0.14 ⇥ 1011 cm�3.

2.2.2. Expansion335

Classical hydrodynamics predict that Gaussian ellipsoid plasmas created with initial conditions as described
above expand substantially on a timescale of 20 µs. Coupled rate-equation simulations for systems of fixed
geometry show that details in the distribution of reactants and products do not greatly a↵ect the short-
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Predicted long- 
time Te > 100 K

We can measure electron temperature and decay dynamics 
by examining the signal as a function of propagation time in z.

P. Mansbach & J. Keck, Phys Rev. 181, 275 (1969)  
T. Pohl, D. Vrinceanu, H. R. Sadeghpour,  
PRL 100, 223201 (2008)
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9.2. Observations and discussion

Figure 9.7: Evolution of the plasma peak - Plasma waveform captured
by the moving-grid detector as a function of flight time. The system is
prepared in the n0=50 Rydberg state. G1 holds a +2V positive charge to
deflect the prompt peak (line at t=0). The di↵erent traces are vertically
o↵set for better clarity. The Figure shows how the plasma expand and
decay, as it evolves in time.

9.2.3 Plasma expansion and decay in 1D

So far, our discussion was restricted to experiments with a fixed distance

between the point of laser excitation and the detection grid G2. In the

following, I will introduce a dataset won through use of the moving-grid

detector.

The experiment is once more prepared according in initial conditions in

Table 6.2. The detector voltages conform with Table 9.1, with a potential

of +1.2 V on grid G1. !2 is fixed to populate the n=50 Rydberg level. The

created plasma is now characterized by the shape of the plasma peak. We

are interested in the change of its shape, as the plasma evolves in time.

We bring our movable detector close to the region of illumination and

start a scan in which only the detector position, relative to the region of
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Long-time dynamics evident in plasma images  
projected in the x,y plane

Bifurcation and quench
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Canonical density and internal energy



Quenches Te, equalizes velocities, quenches Ti 
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FIG. 7: Plasma bifurcation and recoil: x, y detector images of ultracold plasma volumes produced by 2:1 aspect ratio ellipsoidal
Rydberg gases with selected initial state, 40f(2) after a flight time of 402 µs over a distance of 575 mm. Charge distributions
bifurcate with increasing recoil velocity as a function of !1 laser pulse energies of 1.5, 3, 4.5, 6, 7.5, 9 and 12 µJ. Inset: Measured
recoil velocity plotted as a function of !1 laser power. Refer to Figure 6 for a false-colour scale bar.

streaming velocities of opposing volumes of cold ions
and entrained Rydberg molecules. We look now for
experimental evidence of these e↵ects in the electron
density distributions captured by the molecular beam
ultracold plasma imaging spectrometer.

This experiment uses the apparatus diagrammed in
Figure 1. Here, a skimmed molecular beam enters a
field-free flight tube capped by a multichannel plate
detector with a phosphor-screen anode. Co-propagating
laser pulses, !1 + !2 cross the molecular beam to form
a Rydberg gas 75 mm beyond the skimmer marking a
2:1 ellipsoidal volume with the hydrodynamic properties
listed in Table 1. The excited volume travels a selected
distance of 325 or 600 mm to strike the detector, which
images the x, y distribution of electrons, integrated in z.

This apparatus yields images that clearly show
the bifurcation predicted above. Opposing volumes,
formed by evolution from Rydberg gas to ultracold
plasma separate with a ±x recoil velocity that depends
systematically on the initial density of the Rydberg gas,
⇢0, and its selected principal quantum number, n0 [7].

Figure 7 shows a sequence of seven images recorded
after a flight path of 575 mm for a 2:1 ellipsoidal Rydberg
gas prepared in n0 = 40 with !1 pulse energies from 1.5
to 12 µJ. Note how the the recoil velocity varies with !1

power, apparently saturating as the laser pulse energy
reaches 8 µJ. Fits to the electron-signal images at higher
pulse energy consistently yield Gaussian widths, �

x

=
�

y

= 6.4 mm.

The electron-signal waveform obtained by collecting
the anode current as a function of time gauges the
width of this plasma in the z coordinate. Figure 8

FIG. 8: Long-time dynamics of recoiling plasma volumes:
(left) electron signal waveforms in z obtained for n0 = 65 at
short and long flight distances. (right) Expansion measured
by �z(t) compared with the short-time expansion observed in
the moving grid spectrometer, and the 14 m s�1 expansion in
z of the ellipsoidal volume marked by !1

shows waveforms obtained in the molecular beam plasma
imaging spectrometer for flight distances of 325 and 604
mm. As indicated by the plot of �

z

versus time, these
widths - measured after exceptionally long flight times -
conform precisely with the very slow rates of expansion,
determined for short times of flight in our moving grid
machine (c.f. Figures 3 and 6). After 400 µs, the plasma
x, y distributions pictured in Figure 7 have a Gaussian
width in z of ⇠ 12 mm.

The slow expansion rate of this enduring plasma
component over its entire trajectory puts a significant
limit on the kinetic energy of its free electrons. Shell
models in the geometry of the plasma ellipsoid produce
expansions this slow only for electron temperatures no
more than a few degrees Kelvin [17].
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FIG. 7: Plasma bifurcation and recoil: x, y detector images of ultracold plasma volumes produced by 2:1 aspect ratio ellipsoidal
Rydberg gases with selected initial state, 40f(2) after a flight time of 402 µs over a distance of 575 mm. Charge distributions
bifurcate with increasing recoil velocity as a function of !1 laser pulse energies of 1.5, 3, 4.5, 6, 7.5, 9 and 12 µJ. Inset: Measured
recoil velocity plotted as a function of !1 laser power. Refer to Figure 6 for a false-colour scale bar.

streaming velocities of opposing volumes of cold ions
and entrained Rydberg molecules. We look now for
experimental evidence of these e↵ects in the electron
density distributions captured by the molecular beam
ultracold plasma imaging spectrometer.

This experiment uses the apparatus diagrammed in
Figure 1. Here, a skimmed molecular beam enters a
field-free flight tube capped by a multichannel plate
detector with a phosphor-screen anode. Co-propagating
laser pulses, !1 + !2 cross the molecular beam to form
a Rydberg gas 75 mm beyond the skimmer marking a
2:1 ellipsoidal volume with the hydrodynamic properties
listed in Table 1. The excited volume travels a selected
distance of 325 or 600 mm to strike the detector, which
images the x, y distribution of electrons, integrated in z.

This apparatus yields images that clearly show
the bifurcation predicted above. Opposing volumes,
formed by evolution from Rydberg gas to ultracold
plasma separate with a ±x recoil velocity that depends
systematically on the initial density of the Rydberg gas,
⇢0, and its selected principal quantum number, n0 [7].

Figure 7 shows a sequence of seven images recorded
after a flight path of 575 mm for a 2:1 ellipsoidal Rydberg
gas prepared in n0 = 40 with !1 pulse energies from 1.5
to 12 µJ. Note how the the recoil velocity varies with !1

power, apparently saturating as the laser pulse energy
reaches 8 µJ. Fits to the electron-signal images at higher
pulse energy consistently yield Gaussian widths, �

x

=
�

y

= 6.4 mm.

The electron-signal waveform obtained by collecting
the anode current as a function of time gauges the
width of this plasma in the z coordinate. Figure 8

FIG. 8: Long-time dynamics of recoiling plasma volumes:
(left) electron signal waveforms in z obtained for n0 = 65 at
short and long flight distances. (right) Expansion measured
by �z(t) compared with the short-time expansion observed in
the moving grid spectrometer, and the 14 m s�1 expansion in
z of the ellipsoidal volume marked by !1

shows waveforms obtained in the molecular beam plasma
imaging spectrometer for flight distances of 325 and 604
mm. As indicated by the plot of �

z

versus time, these
widths - measured after exceptionally long flight times -
conform precisely with the very slow rates of expansion,
determined for short times of flight in our moving grid
machine (c.f. Figures 3 and 6). After 400 µs, the plasma
x, y distributions pictured in Figure 7 have a Gaussian
width in z of ⇠ 12 mm.

The slow expansion rate of this enduring plasma
component over its entire trajectory puts a significant
limit on the kinetic energy of its free electrons. Shell
models in the geometry of the plasma ellipsoid produce
expansions this slow only for electron temperatures no
more than a few degrees Kelvin [17].
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… the same internal energy … 

τ > 1 ms.  Exceeds the predissociative  
lifetime of all but highest n

n > 80 Rydberg gas

Te < 5 K ultracold plasma

< ρ > = 4 x 1010 cm-3

0           50          100        150         200             250 

Field  V/cm

1012

1011

1010

ρ0
  (c

m
-3

)

n0 = 44

σ(
z)

 (m
m

)

2

4

12

10

8

6

100 200 300 400 5000

Time (µs)

00

0.2

0.4

0.6

0.8

1

1.2

0 10 20 30 40

W
id

th
 (m

m
)

Time (µs)

σ(
z)

 (m
m

)

0.2

0.4

1.2

1.0

0.8

0.6

10 20 30 400
0

26 m/s

Time (µs)

Te (0) < 5 K

… and the same long lifetime. 

500 GHz

107 cm-3

 But, when we test these possible scenarios by classical simulations …



A Rydberg molecule with n = 80 has an orbital radius of 0.3 µm.  For ρ = 4 x 1010 cm-3 
simulation models predict Penning ionization and avalanche on a microsecond timescale 
with Te increasing to 50 K or more.

 Simulated evolution of a quenched gas of high-n Rydberg states.
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Slow expansion indicates Te < 5 K.  For ρ = 4 x 1010 cm-3,  aws = 1.7 µm, and Γe = 2.  Coupled 
rate-equation models and MD simulations call for correlation energy release, three-body 
recombination, Rydberg relaxation and significant electron heating. 

Plasman0 = 80

 Simulated evolution of a quenched ultracold plasma with Te(0) = 5 K

n0 = 80 Rydberg gas Te < 5 K ultracold plasma
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Slow expansion indicates Te < 5 K.  For ρ = 4 x 1010 cm-3,  aws = 1.7 µm, and Γe = 2.  Coupled 
rate-equation models and MD simulations call for correlation energy release, three-body 
recombination, Rydberg relaxation and significant electron heating. 
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Slow expansion indicates Te < 5 K.  For ρ = 4 x 1010 cm-3,  aws = 1.7 µm, and Γe = 2.  Coupled 
rate-equation models and MD simulations call for correlation energy release, three-body 
recombination, Rydberg relaxation and significant electron heating. 
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Avalanched, as clearly measured by field ionization spectrum.  
Evidence for electrons bound by low energy to individual ions  
(Rydberg molecules, n0 > 80) or to multiple ions (plasma electrons).

Cold, as confirmed by very slow plasma expansion, 
indicating in particular a low electron temperature.

Stable, little if any dissociation of nitric oxide observed  
NO+ + e-          NO*         N (4S) + O (3P) after 10 µs, 
despite predissociative lifetime of 1 µs averaged over l 
for n0 = 80.
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Universal, self-assembles to an arrested phase of common 
density and internal energy, regardless of starting conditions.

Non-classical.  Observed long-time dynamics of this phase do 
not accord with classical coupled-rate equation simulations.  

Quenched, as demonstrated by bifurcation to 
separating volumes with very little internal energy

Properties of the arrested state determined by experiment
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Path to the arrested state

• At high density avalanche proceeds on a ns timescale:  
Initial energy transport by electron - Rydberg collisions 
(classical). 

• After 150 ns, transport at high 
density stops.

• Transport driven by electron - 
Rydberg collisions.

• Watch for effects of  electron - NO* 
collisional l-mixing.  44f(2) bands 
move to higher field.  

44 f(2)

The delayed SFI spectrum signifies Rydberg electrons weakly bound to a single NO+ ion, or the  
exciton-like state of an electron bound to a more distant NO+ ion immersed in an NO+ - e- dielectric.

• Predissociation depletes according 
to n and l.

• The plasma approaches an 
arrested state with no free 
electrons. 

e- transport stops
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4.2. Intermolecular interactions

Rydberg molecules represented by the states in our zeroth-order basis undergo

interactions governed in large part by the electrostatic potentials of core NO+ ions

and Rydberg electrons. In a limit for which the intermolecular distance exceeds the

dimensions of the individual Rydberg charge distributions, we can represent this by a

multipole potential, Vij = V (ri � rj), which, to lowest order reduces to the anisotropic

dipolar interaction defined by V dd

ij = [di · dj � 3(di · rij)(dj · rij)] /r3ij.

(i) Note that any pair of neighbouring dipoles will occupy random states of arbitrary

n,N+, J, Jz(`),m`... and parity. Each such state has hundreds if not thousands of

allowed dipole transitions.

(ii) Anisotropy, average over angle

(iii) Scaling of V dd

ij (ni, nj) for nj = ni ± 1 coupling with n. Range of values in MHz

µm�3.

(iv) Variation with di↵erence in n ((�n = |ni � nj| � 1)

(v) Mention parity and angular momentum constraints, (possible e↵ects of other

charged particles). Discuss the e↵ect of selection rules (minimal) because of the

scope of transitions available.

Taking H
d

together with this interaction potential, the Hamiltonian up to pairwise

dipole-dipole interactions in the the arrested phase is

H =
X

i

✓
P2

i

2m
+ hi

◆
+
X

i,j

V dd

ij (2)

We can write a reduced Hamiltonian for the pairwise interactions evaluated in the

Many-body localization in a molecular ultracold plasma 4

of events depend on initial conditions, the system evolves to the same final state density

and binding energy regardless of ⇢
0

and n
0

.

Experiment thus a↵ords a direct view of a robust self-assembly in which a Rydberg

gas undergoes a spontaneous avalanche, bifurcation and quench to form a well-defined

ensemble, in which ultracold, correlated NO+ ions and electrons occupy a binding energy

distribution that extends 500 GHz below the ionization energy of nitric oxide in a state

of arrested relaxation. We proceed now to develop a theoretical model for this state.

4.1. Single particle basis states

From time-resolved SFI spectra, we find that the ellipsoidal nitric oxide Rydberg gas

avalanches to a plasma, bifurcates, quenches, and compresses to form the same ultracold,

correlated distributions of NO+ ions, electrons and Rydberg molecules, regardless of its

initial principal quantum number or density.

In an e↵ort to describe the many-body state of this system, we begin by defining a

simple basis consisting of the complete set of high-Rydberg states of NO, described by

the Hamiltonian, Hd:

H
d

=
X

i

✓
P2

i

2m
+ hi

◆
(1)

The eigenstates of Hd span the narrow binding-energy interval, W , to form a basis

of dipoles with momentum Pi A local Hamiltonian, hi, describes the eigenstates of each

extravalent electron in the field of its NO+ core. hi extends to account for electron

orbital interactions with the rotational, vibrational and electronic degrees of freedom of

the core ion, including in particular coupling to predissociative channels of irreversible

decay to neutral products, N(4S) and O(3P).

Figure 4.1 schematically diagrams this basis. Here we show the interval W defined

by SFI spectra and indicate domains of higher negative energy, where Rydberg states

predissociate on a microsecond timescale, and higher positive energy where free electrons

drive substantial rates of plasma expansion. Experimental observations of very long

plasma lifetimes and very slow rates of plasma expansion exclude states in these domains

in the basis needed to describe this system.

Bifurcation quenches the plasma to occupy levels in the interval, W , which for a

binding energy of 250 GHz, form a manifold with more than two states per MHz. Over

a period of 10 µs, the plasma evolves to an arrested state with a density of ⇠ 4⇥ 1010

cm�3, at which point a distance of 1.8 µm separates the average pair of Rydberg

molecules. The plasma quench distributes molecules randomly over states. Rydberg-

Rydberg interactions determine the properties of these states and the dynamics with

which the system continues to evolve. We now consider these interactions and develop

a model for the long-term dynamics.

Many-body localization in a molecular ultracold plasma 6

|eii basis ?? in the arrested phase:

{|e
1

i , |e
2

i , |e
3

i ...}

Hdd =
X

i

P2

i

2m
+
X

i,j

V dd

ij (3)

Note that such a Hamiltonian usually refers to the case where a narrow bandwidth

laser prepares a Rydberg gas in which a particular set of dipole-dipole interactions give

rise to a small, specific set of coupled states ???. By contrast, the molecular ultracold

plasma forms spontaneously by processes of avalanche and quench to populate a great

many di↵erent states that evolve spatially without the requirement of light-matter co-

herence or reference to a dipole blockade of any kind.

4.2.1. Low-energy description

Important conceptually, but no quantitative significance, since we don’t do a

calculation.

This system relaxes to a quenched regime of ultracold temperature, from which

it expands radially at a rate of a few meters per second. Dipolar energy interactions

proceed on an instantaneous timescale ????. Cross sections for close-coupled collisions

are minuscule by comparison ?. We can thus assume that the states coupled by the

dipole-dipole interactions evolve adiabatically with the motion of ion centres and are

the predominant interactions responsible for the dynamics in the plasma.

This separation of timescales enables us to write an e↵ective Hamiltonian describ-

ing pairwise interactions that slowly evolve in an instantaneous frame of slowly moving

ions and Rydberg molecules: H
e↵

= P

P
i,j V

dd

ij , where P represents a projector onto

the low-energy degrees of freedom owing to dipole-dipole coupling. expand to explain

more rigorously, with reference to Figure Figure 4.1

In the plasma each dipole is not restricted to only two levels, e.g., as in systems

in quantum optics where external laser fields restrict transitions. We are thus faced

with the daunting task of diagonalizing the full dipolar matrix encompassing all the

highly degenerate states from n ⇠ 80 up to the highest occupation level n
max

which

di↵ers from dipole to dipole in the plasma. To overcome this di�culty, we can focus

our analysis to the most probable dipolar transitions in the arrest phase. The projector

P serves to overcome the computational di�culty of evaluating the Hamiltonian in

the complete basis states by reducing the problem to one governed by the set of most

important degrees of freedom that span the low-energy regime. This operation is defined
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4.2. Intermolecular interactions

Rydberg molecules represented by the states in our zeroth-order basis undergo

interactions governed in large part by the electrostatic potentials of core NO+ ions

and Rydberg electrons. In a limit for which the intermolecular distance exceeds the

dimensions of the individual Rydberg charge distributions, we can represent this by a

multipole potential, Vij = V (ri � rj), which, to lowest order reduces to the anisotropic

dipolar interaction defined by V dd

ij = [di · dj � 3(di · rij)(dj · rij)] /r3ij.

(i) Note that any pair of neighbouring dipoles will occupy random states of arbitrary

n,N+, J, Jz(`),m`... and parity. Each such state has hundreds if not thousands of

allowed dipole transitions.

(ii) Anisotropy, average over angle

(iii) Scaling of V dd

ij (ni, nj) for nj = ni ± 1 coupling with n. Range of values in MHz

µm�3.

(iv) Variation with di↵erence in n ((�n = |ni � nj| � 1)

(v) Mention parity and angular momentum constraints, (possible e↵ects of other

charged particles). Discuss the e↵ect of selection rules (minimal) because of the

scope of transitions available.

Taking H
d

together with this interaction potential, the Hamiltonian up to pairwise

dipole-dipole interactions in the the arrested phase is

H =
X

i

✓
P2

i

2m
+ hi

◆
+
X

i,j

V dd

ij (2)

We can write a reduced Hamiltonian for the pairwise interactions evaluated in thehi, complicated for a Rydberg  
molecule, extends with slightly  
greater complexity to describe  
an NO+ - e- exciton in a back- 
ground ion-e- dielectric  

Energy transport in a basis of Rydberg molecules and NO+ -- e- excitons

Dipole-dipole coupling drives flip-flop state mixing interactionBasis states
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spin language,
P

i ✏iŜ
z
i represents a Gaussian-distributed

random local field of width W . The representative SFI
spectrum in Figure 1 directly gauges a W of ⇠ 500 GHz
for the quenched ultracold plasma.

In the second term, Jij = tij/r
3
ij determines the off-

diagonal disordered amplitudes of the spin flip-flops.
To visualize the associated disorder, recognize that
the second term varies as tij / |di||dj |, where every
interaction selects a different di and dj . Over the present
range of W , a simple pair of dipoles formed by s and p
Rydberg states of the same n couple with an average tij
of 75 GHz µm3 [45]. Note that tij falls exponentially
with the difference in principal quantum numbers, �nij

[46].
Induced Ising-Ising interactions. In the limit |Jij | <<

W most appropriate to the experiment, sequences of
interactions can add an Ising term that describes a
van der Waals shift of pairs of dipoles [47]. Consider,
for example, three mutually nearest-neighbour spins i,
j and k in the L = 2 case. A third-order process
couples spins i and j via spin k in the following fashion:

|#i, "j , "ki
Ŝ+
i Ŝ�

j����! |"i, #j , "ki
Ŝ+
j Ŝ�

k����! |"i, "j , #ki
Ŝ+
k Ŝ�

i����!
|#i, "j , "ki; defining a self interaction that changes the
pairwise energies of i, j.

All such processes occur with an amplitude, Uij ⇡
J2
ij
eJ/W 2, where eJ estimates Jij , for an average value

of tij at an average distance separating spins. eJ simply
estimates the average nearest-neighbour interaction for
the purpose of evaluating the third order perturbation.
At the point of arrest in the quenched ultracold plasma,
we estimate a eJ on the order of 2 GHz [28].

Uij is inherently random owing to the randomness in
Jij . It is also important to note that this limit gives rise
to additional perturbative processes that renormalize the
local onsite fields by van der Waals terms and slightly
affect the pairwise flip-flop amplitudes [45, 47, 48]. We
simply absorb these effects in the definitions of ✏i and Jij
[28].

Summarizing our results, we arrive at a dipolar XY-
Van der Waals Ising model [28]:
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X
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+
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j + h.c.)

+
X

i,j

UijŜ
z
i Ŝ

z
j (4)

where Uij = Dij/r
6
ij and Dij = t2ij

eJ/W 2.
The appearance of this third term underlines the

many-body nature of Eq (3). Even in this extreme limit,
its dynamics are non-trivial, clearly involving more than
spin flip-flops with emergent correlations between spins.

Discussion: Localization versus glassy behaviour and
slow dynamics.— The complexity of this Hamiltonian
places an exact solution of Eq (4) beyond reach for the
conditions of the plasma. But, we can gauge some likely
properties of such a solution by analogy to published
work on simpler systems.

In the single-particle limit, this Hamiltonian reduces
to the dipolar XY model, which has been studied by
locator expansion methods measuring the probability
of resonant pairs [49, 50]. When Jij scales by
a power law ↵ that equals the dimension d, the
single-particle model with diagonal disorder displays
critical behaviour characterized by extended states with
subdiffusive dynamics [49, 50]. Dipolar systems in three
dimensions can form extended states but yet exhibit non-
ergodic behaviour [51].

Off-diagonal disorder in the presence of long-range spin
flip-flop interactions of arbitrary order in one dimension
yields algebraic localization as opposed to exponential
Anderson localization, challenging the generality of the
rule that says systems must delocalize for ↵  d [52].

The many-body problem is more involved, because
the Ising term has off-diagonal matrix elements in the
resonant pair states [53]. This mechanism couples distant
resonant pairs, transferring energy from one pair to the
other to cause delocalization. A study of power-law
coupled systems predicts that spin flip-flops (order ↵)
and spin Ising interactions (order �) in an iterated pairs
configuration in which �  ↵ localize for �/2 > d [54].

A locator expansion approach developed for � > ↵
applied to Eq (4) confined to diagonal disorder predicts
a critical dimension, dc = 2 [47]. For the case of d > dc,
this theory holds that a diverging number of resonances
drives delocalization whenever the number of dipoles
exceeds a critical value Nc. For a system described
by Eq 4 under the conditions we observe for arrest,
Nc = (W/ eJ)4 ⇡ 3 ⇥ 109 [28]. We experimentally find
that the quenched ultracold plasma contains an order of
magnitude fewer dipoles than this number, Nc, required
for resonance delocalization [28].

In any event, Nandkishore and Sondhi [55] point
out that locator expansion arguments might not hold
generally, and that power law interactions can give rise
to an MBL phase in higher dimensions. Their arguments
build on the idea that, in many systems, long-range
interactions drive the system to a non-trivial correlated
phase described by emergent short-range interactions,
well characterized by a perturbation theory approach for
which a locator expansion can be applied. In this context,
MBL with long-range interactions in higher dimensions
becomes quite possible.

Rare thermal regions (Griffiths regions) are thought
to destabilize MBL systems of higher dimension [56–60],
creating a glassy state, characterized by a slow evolution
to a delocalized phase. However, other results contradict
this notion, and support the possibility of localization
in all dimensions [61]. A common feature of MBL and
glassy phases is slow dynamics [62–64].

Given the apparent conflict of available theoretical
results (for example, see [58, 61, 65, 66]) and infeasibility
of reliable numerical simulations, experiments stand to
play an important role in elucidating localization, and
differentiating between localization and glassiness.

A related study has investigated the behavior of a
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FIG. S7. Schematic diagram representing two Rydberg
molecules, i and j, dipole coupled in the limits of L = 4.
The high state density and strong disorder in the quenched
ultracold plasma gives this case of L = 4 greater significance
than the restrictive limit of L = 3
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We can extend such sequences to higher L, but low-
energy resonant dipole-dipole excitation exchange in the
dense manifold of basis states will most prominently
involve a small number of L-levels per dipole.

VI. INDUCED VAN DER WAALS
INTERACTIONS

In the limit |J
ij

| ⌧ W most appropriate to the
experiment, the effective Hamiltonian takes the form of
a dipolar XY-Van der Waals Ising model:

He↵ =
X

i

✏
i

Ŝz

i

+
X

ij

J
ij

(Ŝ+
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Ŝz

i

Ŝz
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(S12)

where U
ij

= D
ij

/r6
ij

and D
ij

= t2
ij

eJ/W 2.

Non-resonant spin-spin interactions — The
appearance of the term,

P
ij

U
ij

Ŝz

i

Ŝz

j

, underlines
the many-body nature of the XY model. One obtains
this term by treating J

ij

as a perturbation in (S9) [S20].
For the L = 2 case, this occurs at the third order,
while for all other L, this term appears at the second
order [S20]. Thus, such a term arises generally in the
|J

ij

| ⌧ W limit in three dimensions.
The induced Ising-Ising interactions occur with an

amplitude, U
ij

⇡ J2
ij

eJ/W 2, where eJ estimates J
ij

at
the average distance separating spins. We do not expect
these interactions to depend strongly on the off-diagonal
disorder, as they arise from the off-resonant part ofP

ij

J
ij

(Ŝ+
i

Ŝ�
j

+ h.c.), which presumably does not cause
real transitions [S20]. Thus, we can rationalize the use of
eJ here as an average weighting term. We leave the task
of studying the effect of off-diagonal disorder to future
work.

Non-resonant onsite interactions — It is also
important to note that this limit gives rise to additional

perturbative processes that renormalize the local onsite
fields

P
i

✏
i

Ŝz

i

by van der Waals terms [S20].
Similar considerations from a completely different

atomistic perspective verify that this term is
approximately

P
l 6=i

hCij

6 /r6
ij

where h is the Planck
constant and Cij

6 denotes the C6 coefficients for the van
der Waals interaction between the off-resonant dipoles i
and j [S21, S22].

The induced onsite terms will also vary randomly
owing to the randomness in the potential landscape. We
simply absorb such terms in the definition of ✏

i

.

VII. RESONANCE COUNTING AND THE
NUMBER OF DIPOLES IN THE QUENCHED

ULTRACOLD PLASMA

Ref [S20] considers the problem of delocalization via
resonance counting arguments in the model of Eq S12
for the general case of ↵ < �, under conditions for which
d > d

c

. Here ↵ refers to the power law that regulates J
ij

and � refers to U
ij

. d and d
c

stand for dimensionality
and critical dimensionality. This work concludes that
delocalization occurs at arbitrary disorder given sufficient
system size.

For local disorder, W , and average spin flip-flop
amplitude, eJ , the resonant pair criterion defines, N

c

,
a critical number of dipoles above which the system
delocalizes. Here, we compare this theoretical estimate
with an accurate experimental measure of the number
of dipoles present in the arrest state of the quenched
ultracold plasma.

Controlled conditions of supersonic expansion precisely
define the cylindrical density distribution of nitric oxide
in the molecular beam [S1]. Co-propagating laser beams,
Gaussian !1 and !2, cross orthogonally in the x, y plane
to define a Gaussian ellipsoidal excitation volume.

When !2 saturates the second step of double
resonance, the intensity of !1 controls the peak density
of the Rydberg gas volume up to a maximum of 6 ⇥
1012 cm�3, obtained upon saturation of the first step.
Density varies from shot to shot, and we have developed
an accurate means of classifying and binning individual
SIF traces according to initial Rydberg gas peak density,
as displayed in Figure S1. Coupled rate simulations
describing the kinetics of the avalanche of Rydberg gas
to plasma confirm these estimates of peak density.

Two methods of plasma tomography determine the
evolution of plasma size and relative density distribution
as a function of time. In the SFI apparatus,
a perpendicular imaging grid that translates in the
molecular beam propagation direction, z, yields an
electron signal waveform that gauges the changing
plasma density and width as a function of evolution time.
This waveform, followed to a point of evident arrest at
about 5 µs, and well beyond, as illustrated by Figure 1
in the main text, establish a case for arrested relaxation.

4

spin language,
P

i ✏iŜ
z
i represents a Gaussian-distributed

random local field of width W . The representative SFI
spectrum in Figure 1 directly gauges a W of ⇠ 500 GHz
for the quenched ultracold plasma.

In the second term, Jij = tij/r
3
ij determines the off-

diagonal disordered amplitudes of the spin flip-flops.
To visualize the associated disorder, recognize that
the second term varies as tij / |di||dj |, where every
interaction selects a different di and dj . Over the present
range of W , a simple pair of dipoles formed by s and p
Rydberg states of the same n couple with an average tij
of 75 GHz µm3 [45]. Note that tij falls exponentially
with the difference in principal quantum numbers, �nij

[46].
Induced Ising-Ising interactions. In the limit |Jij | <<

W most appropriate to the experiment, sequences of
interactions can add an Ising term that describes a
van der Waals shift of pairs of dipoles [47]. Consider,
for example, three mutually nearest-neighbour spins i,
j and k in the L = 2 case. A third-order process
couples spins i and j via spin k in the following fashion:

|#i, "j , "ki
Ŝ+
i Ŝ�

j����! |"i, #j , "ki
Ŝ+
j Ŝ�

k����! |"i, "j , #ki
Ŝ+
k Ŝ�

i����!
|#i, "j , "ki; defining a self interaction that changes the
pairwise energies of i, j.

All such processes occur with an amplitude, Uij ⇡
J2
ij
eJ/W 2, where eJ estimates Jij , for an average value

of tij at an average distance separating spins. eJ simply
estimates the average nearest-neighbour interaction for
the purpose of evaluating the third order perturbation.
At the point of arrest in the quenched ultracold plasma,
we estimate a eJ on the order of 2 GHz [28].

Uij is inherently random owing to the randomness in
Jij . It is also important to note that this limit gives rise
to additional perturbative processes that renormalize the
local onsite fields by van der Waals terms and slightly
affect the pairwise flip-flop amplitudes [45, 47, 48]. We
simply absorb these effects in the definitions of ✏i and Jij
[28].

Summarizing our results, we arrive at a dipolar XY-
Van der Waals Ising model [28]:
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X
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✏iŜ
z
i +

X

i,j

Jij(Ŝ
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j + h.c.)

+
X

i,j

UijŜ
z
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z
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where Uij = Dij/r
6
ij and Dij = t2ij

eJ/W 2.
The appearance of this third term underlines the

many-body nature of Eq (3). Even in this extreme limit,
its dynamics are non-trivial, clearly involving more than
spin flip-flops with emergent correlations between spins.

Discussion: Localization versus glassy behaviour and
slow dynamics.— The complexity of this Hamiltonian
places an exact solution of Eq (4) beyond reach for the
conditions of the plasma. But, we can gauge some likely
properties of such a solution by analogy to published
work on simpler systems.

In the single-particle limit, this Hamiltonian reduces
to the dipolar XY model, which has been studied by
locator expansion methods measuring the probability
of resonant pairs [49, 50]. When Jij scales by
a power law ↵ that equals the dimension d, the
single-particle model with diagonal disorder displays
critical behaviour characterized by extended states with
subdiffusive dynamics [49, 50]. Dipolar systems in three
dimensions can form extended states but yet exhibit non-
ergodic behaviour [51].

Off-diagonal disorder in the presence of long-range spin
flip-flop interactions of arbitrary order in one dimension
yields algebraic localization as opposed to exponential
Anderson localization, challenging the generality of the
rule that says systems must delocalize for ↵  d [52].

The many-body problem is more involved, because
the Ising term has off-diagonal matrix elements in the
resonant pair states [53]. This mechanism couples distant
resonant pairs, transferring energy from one pair to the
other to cause delocalization. A study of power-law
coupled systems predicts that spin flip-flops (order ↵)
and spin Ising interactions (order �) in an iterated pairs
configuration in which �  ↵ localize for �/2 > d [54].

A locator expansion approach developed for � > ↵
applied to Eq (4) confined to diagonal disorder predicts
a critical dimension, dc = 2 [47]. For the case of d > dc,
this theory holds that a diverging number of resonances
drives delocalization whenever the number of dipoles
exceeds a critical value Nc. For a system described
by Eq 4 under the conditions we observe for arrest,
Nc = (W/ eJ)4 ⇡ 3 ⇥ 109 [28]. We experimentally find
that the quenched ultracold plasma contains an order of
magnitude fewer dipoles than this number, Nc, required
for resonance delocalization [28].

In any event, Nandkishore and Sondhi [55] point
out that locator expansion arguments might not hold
generally, and that power law interactions can give rise
to an MBL phase in higher dimensions. Their arguments
build on the idea that, in many systems, long-range
interactions drive the system to a non-trivial correlated
phase described by emergent short-range interactions,
well characterized by a perturbation theory approach for
which a locator expansion can be applied. In this context,
MBL with long-range interactions in higher dimensions
becomes quite possible.

Rare thermal regions (Griffiths regions) are thought
to destabilize MBL systems of higher dimension [56–60],
creating a glassy state, characterized by a slow evolution
to a delocalized phase. However, other results contradict
this notion, and support the possibility of localization
in all dimensions [61]. A common feature of MBL and
glassy phases is slow dynamics [62–64].

Given the apparent conflict of available theoretical
results (for example, see [58, 61, 65, 66]) and infeasibility
of reliable numerical simulations, experiments stand to
play an important role in elucidating localization, and
differentiating between localization and glassiness.

A related study has investigated the behavior of a

Properties of the arrest state determined by experiment

• The system avalanches, as clearly demonstrated by the field ionization spectrum. Evidence for
electrons bound by low energy to individual ions (Rydberg molecules, n0 > 80) or to multiple
ions (plasma electrons).

• Bifurcation quenches the plasma to long-lived volumes of canonical density.

• These volumes undergo very slow plasma expansion, suggestive of a low electron temperature.

• After 10 µs, the plasma exhibits little if any dissociation of nitric oxide, NO+ + e� �! NO* �!
N (4S) + O (3P) despite predissociative lifetime of 1 µs averaged over l for n0 = 80.

• The plasma forms an arrested phase of universal density and internal energy, regardless of starting
conditions.

• The long-time dynamics of this phase do not conform with the predictions of classical coupled-rate
equation simulations.

The distinctive coupling environment of the molecular ultracold plasma

affords

• Plasma evolves to final state by avalanche and quench. No optical transitions involved. No dipole
blockade.

• Ion - Rydberg resonant charge exchange equalizes velocities, quenches Ti. Expansion cools Te.

• Random particle-particle distances (Erlang distribution). Streaming quenches Te. Potential forces
and Penning selectivity builds spatial correlation.

• Electrons occupy a quasi-continuum of states defined by binding energies from 0 to 500 GHz.

• Potential forces drive self assembly to a strongly coupled state, in which instantaneous dipole-dipole
interactions adjust to the evolution of the slow degrees of freedom.

Charged particle interactions in the plasma environment perturb

the electronic structure of individual Rydberg molecules

• Random fields produce disorder that distributes resonating dipoles over the whole interval of
binding energies, W .

• Coupling evolves in a frame of slowly moving ions and Rydberg molecules.

• We describe randomness and rarity in a spectrum of resonant dipole-dipole interactions in terms
of an interacting spin model with on-site disorder in ✏i.
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exponentially to a state of maximum entropy [2]. The Eigenstate Thermalization

Hypothesis (ETH) explains this di↵erence by arguing that the unitary dynamics of

a superposition formed in a dense manifold of states always yield thermal expectation

values as a time average [3–8]. Experiments confirm this idea, finding ergodic dynamics

in quantum systems as small as three transmon qubits [9]. Statistical intramolecular

energy redistribution forms the bedrock of more than 50 years of success in unimolecular

reaction rate theory [10].

But, just as methods of coherent control can overcome ergodicity and direct par-

ticular pathways for the chemical transformation of molecules, theory has described

conditions under which certain many-body systems lack intrinsic decoherence, preserve

spatial order and localize energy in highly excited states [11–16]. In these systems,

transport paths for energy flow destructively interfere, causing a quenched system of

quantum states to get stuck in a corner of its phase space. The eigenstates of a many-

body localized (MBL) phase retain a memory of their initial conditions for arbitrarily

long times. This possibility to form enduring quantum superpositions embedded in in-

teracting many-body ensembles suggests a potential as a means of preserving quantum

information [17,18].
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exponentially to a state of maximum entropy [2]. The Eigenstate Thermalization

Hypothesis (ETH) explains this di↵erence by arguing that the unitary dynamics of

a superposition formed in a dense manifold of states always yield thermal expectation

values as a time average [3–8]. Experiments confirm this idea, finding ergodic dynamics

in quantum systems as small as three transmon qubits [9]. Statistical intramolecular

energy redistribution forms the bedrock of more than 50 years of success in unimolecular

reaction rate theory [10].

But, just as methods of coherent control can overcome ergodicity and direct par-

ticular pathways for the chemical transformation of molecules, theory has described

conditions under which certain many-body systems lack intrinsic decoherence, preserve

spatial order and localize energy in highly excited states [11–16]. In these systems,

transport paths for energy flow destructively interfere, causing a quenched system of

quantum states to get stuck in a corner of its phase space. The eigenstates of a many-

body localized (MBL) phase retain a memory of their initial conditions for arbitrarily

long times. This possibility to form enduring quantum superpositions embedded in in-

teracting many-body ensembles suggests a potential as a means of preserving quantum

information [17,18].

|#i, "j, "ki
Ŝ+
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exponentially to a state of maximum entropy [?]. The Eigenstate Thermalization

Hypothesis (ETH) explains this di↵erence by arguing that the unitary dynamics of

a superposition formed in a dense manifold of states always yield thermal expectation

values as a time average [?,?,?,?,?,?]. Experiments confirm this idea, finding ergodic

dynamics in quantum systems as small as three transmon qubits [?]. Statistical

intramolecular energy redistribution forms the bedrock of more than 50 years of success

in unimolecular reaction rate theory [?].

But, just as methods of coherent control can overcome ergodicity and direct par-

ticular pathways for the chemical transformation of molecules, theory has described

conditions under which certain many-body systems lack intrinsic decoherence, preserve

spatial order and localize energy in highly excited states [?, ?, ?, ?, ?, ?]. In these sys-

tems, transport paths for energy flow destructively interfere, causing a quenched system

of quantum states to get stuck in a corner of its phase space. The eigenstates of a many-

body localized (MBL) phase retain a memory of their initial conditions for arbitrarily

long times. This possibility to form enduring quantum superpositions embedded in in-

teracting many-body ensembles suggests a potential as a means of preserving quantum

information [?,?].
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Critical.  Does not diverge with system size.
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FIG. 5: Figure 5 (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 49 in an ellipsoid with a uniform initial density of 0.18�1012 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 0.75 mm, �
y

= �
y

= 0.42 mm and an initial peak density of 0.5 � 1012 cm�3 (solid line). (right) Global
population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid with
uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.
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FIG. 6: Figure 6 (top) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 80 in an ellipsoid with a uniform initial density of 0.15�1011 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 1.0 mm, �
y

= 0.55 mm and �
y

= 0.70 mm and an initial peak density of 0.4 � 1011 cm�3 (solid line). (right)
Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid
with uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.

Figure 8: (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas with
n0 = 49 in an ellipsoid with a uniform initial density of 0.18 ⇥ 1012 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 0.75 mm, �

y

= �

z

= 0.42 mm and an initial peak density of 0.5 ⇥ 1012 cm�3 (solid line). (right) Global
population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas of uniform density
(dotted line) and a shell-model ellipsoid (solid line) as above.
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uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.
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FIG. 6: Figure 6 (top) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas
with n0 = 80 in an ellipsoid with a uniform initial density of 0.15�1011 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
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y
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Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas ellipsoid
with uniform density (dotted line) and the shell-model ellipsoid (solid line) as above.

Figure 9: (left) The long-time evolution of electron temperature in plasmas formed by avalanche from a Rydberg gas with
n0 = 80 in an ellipsoid with a uniform initial density of 0.14 ⇥ 1011 cm�3 (dotted line) and a shell-model Gaussian ellipsoid
with initial �

x

= 1.0 mm, �

y

= 0.55 mm and �

y

= 0.70 mm and an initial peak density of 0.4⇥ 1011 cm�3 (solid line). (right)
Global population fractions of particles as they evolve in the avalanche of model plasmas formed in a Rydberg gas of uniform
density (dotted line) and a shell-model ellipsoid (solid line) as above.

chosen to represent possible limits conforming with experimentally measured binding energies and expansion
rates of plasmas in states of arrested relaxation.[40] These characteristics suggest a state of Rydberg gas
with an average principal quantum number of n0 = 80, or a plasma of NO+ ions and electrons with a T

e

 5
K. This ellipsoid has measured Gaussian dimensions of �

x

= 1.0 mm, �
y

= 0.55 mm and �

z

= 0.70 mm.
Analysis of the electron signal over time establishes a peak density at arrest of 0.4 ⇥ 1011 cm�3. Coupled330

rate simulations test whether these properties taken as initial conditions describe stable states of a Rydberg
gas or ultracold plasma. Here we see that shell model coupled rate simulations predict evolving populations
of charged particles and neutral atoms with electron temperatures rising to exceed 60 K, much the same as
classical simulations of corresponding systems with a representative uniform density of 0.14 ⇥ 1011 cm�3.

2.2.2. Expansion335

Classical hydrodynamics predict that Gaussian ellipsoid plasmas created with initial conditions as described
above expand substantially on a timescale of 20 µs. Coupled rate-equation simulations for systems of fixed
geometry show that details in the distribution of reactants and products do not greatly a↵ect the short-

13

Consider a thermal inclusion in an MBL bulk.

Inevitable fluctuations create locally thermalized volumes - Griffiths regions.  
The molecular ultracold plasma intrinsically 
opposes delocalization.        

Thermal core mixes l-bits according to          ,  
    = decay length    

e−R/ζ

ζ

As a classical region, the thermal ultracold plasma 
inclusion has a characteristic signature: Avalanche 
dynamics owing to the collisions of Rydberg 
molecules with free electrons.

High-frequency electron-Rydberg collisions increase 
    , and drive Rydberg population to lower   , where 
predissociation rapidly causes the plasma to dissipate 
as neutral N(4S) + O(3P).   

Te n

This loss of plasma ions and energetic 
molecules reduces the density of dipoles, 
and creates a weakened bath (sparser 
distribution of increased level spacings).

In this state of diminished mixing, the  
Griffiths region dissipates to a void of 
no consequence.



Images confirm liquid-like behaviour in which plasma irreversibly 
sequesters energy in a reservoir of mass transport     

Fast avalanche to plasma in NO.

Dynamics suggest a robust process of self-organization to reach 
a state of arrested relaxation, far from thermal equilibrium.   
Disorder on a scale that appears to inhibit energy transport from 
Rydberg molecules to electrons. 

0           50          100        150         200             250 

Field  V/cm

1012

1011

1010

ρ0
  (c

m
-3

)
n0 = 44

0 

2 

4 

6 

8 

10 

12 

14 

0 100 200 300 400 500 

σ z
  (

m
m

) 

t  (µs) 

El
ec

tro
n 

si
gn

al
 (a

rb
.)

        -20       0        20
x mm

        -20       0        20
x mm

El
ec

tro
n 

si
gn

al
 (a

rb
.)

        -20       0        20
x mm

        -20       0        20
x mm

El
ec

tro
n 

si
gn

al
 (a

rb
.)

        -20       0        20
y mm

        -20       0        20
y mm

El
ec

tro
n 

si
gn

al
 (a

rb
.)

        -20       0        20
y mm

        -20       0        20
y mm

El
ec

tro
n 

ig
na

l (
ar

b.
)

Time (µs)
0            100          200          300          400          500

El
ec

tro
n 

si
gn

al
 (a

rb
.)

Time (µs)
0            100          200          300          400          500

n0 = 32

z = 325 mm

z = 604 mm

n0 = 65
z = 325 mm z = 604 mm

z = 325 mm

z = 604 mm

z = 325 mm z = 604 mm

0 

2 

4 

6 

8 

10 

12 

14 

0 100 200 300 400 500 

σ z
  (

m
m

) 

t  (µs) 

0 

2 

4 

6 

8 

10 

12 

14 

0 100 200 300 400 500 

σ z
  (

m
m

) 

t  (µs) 

0 

2 

4 

6 

8 

10 

12 

14 

0 100 200 300 400 500 

σ z
  (

m
m

) 

t  (µs) 

        -20       0      20         -20       0      20
x mmx mm

   
   

   
-2

0 
   

  0
   

   
20

y 
m

m

   
   

   
-2

0 
   

  0
   

   
20

y 
m

m

n0 = 32 n0 = 65

        -20       0      20
x mm

   
   

   
-2

0 
   

  0
   

   
20

y 
m

m

n0 = 78

• Expands slowly in z and y

• Little or no dissociation on a  
1 ms timescale.
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Table 1: Gaussian widths in x, y and z measured by temporal and spatial signals produced

by the incidence of an excited plasma volume on an imaging multichannel plate detector

(Figure ). Laser-crossed molecular beam illumination at t = 0 forms an ellipsoid volume at

a propagation distance of z = 143 mm for which the width of the molecular beam defines
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Conclusions

Predissociation halts.

Predissociation in the molecular ultracold 
plasma may act to diminish the delocalizing 
power of Griffiths regions
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Images confirm liquid-like behaviour in which plasma irreversibly 
sequesters energy in a reservoir of mass transport     

Fast avalanche to plasma in NO.

Dynamics suggest a robust process of self-organization to reach 
a state of arrested relaxation, far from thermal equilibrium.   
Disorder on a scale that appears to inhibit energy transport from 
Rydberg molecules to electrons. 
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by the incidence of an excited plasma volume on an imaging multichannel plate detector

(Figure ). Laser-crossed molecular beam illumination at t = 0 forms an ellipsoid volume at
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