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- Emulating radiation transport on large scales using denoting U-Nets 
(Masipa, Hassan, Santos, Contardo, Cho 2023, accepted to ICLR 2023). 

- Towards a non-Gaussian generative model of large scale reionization maps 
(Lin, Hassan, Blancard, Eickenberg, Modi 2022, accepted to NeurIPS 2022). 

- Invertible Mapping between fields in CAMELS (Andrianomena, Hassan, 
Paco 2023, accepted to ICLR 2023). 

- Generating high-fidelity HI maps using score-based diffusion models 
(Started here, Hassan, Wu, Lovell, Cooray +, join us in slack @ galevo23-p11, 
to be submitted to ICML 2023 in Hawaii!)
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Towards a non-Gaussian Generative Model 
of large-scale Reionization Maps

Yu-Heng Lin, PhD student

University of Minnesota



Wavelet Scattering Transforms capture non-
Gaussiantiy —> optimal summary statistic

Eickenberg et al, incl. Hassan 2022 

Cheng et al 2020



Towards a non-Gaussian Generative Model 
of large-scale Reionization Maps

Yu-Heng Lin, PhD student

University of Minnesota Steps: 
1 - obtain your favorite summary statistics of the input!  
We tried power spectrum and Wavelet Phase Harmonics! 

2 - Generate a white noise and obtain the same summary statistics. 

3 - Optimize the noise to minimize the following loss function: 
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Invertible Mapping between fields in CAMELS 
(Andrianomena, Hassan, Paco 2023,  

accepted to ICLR 2023). 



Invertible Mapping between fields in CAMELS 

Sambatra Andrianomena
Operations Scientist
South African Radio 

Astronomy Observatory

For Multi-Messenger surveys :  
The aim is to train CycleGAN to convert  

•Dark matter (Mcdm) to HI (Neutral Hydrogen) 
•Mcdm to B (Magnetic field) 
•HI to B

Diagram credit: https://www.tensorflow.org/tutorials/generative/cyclegan

https://www.tensorflow.org/tutorials/generative/cyclegan
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Generating high-fidelity HI maps using score-based 
diffusion models (Started here, Hassan, Wu, Lovell, 
Cooray + in prep, join us in slack @ galevo23-p11) 



Why diffusion models? 

https://paperswithcode.com/sota/image-generation-on-cifar-10

On CIFAR-10 alone: 
• Best ever model. 
• 3 out of the first 5. 
• 6 out of the first 10.



Why diffusion models? 
DALL.E and ChatGPT (ask Jo! Its addictive!) 
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I asked DALL.E to generate the Cosmic Microwave 
Background (CMB), and BOOM!

But an artist with zero physics can draw the same!  
If only given ‘’CMB’’ as a text.



Score-based diffusion models 

See tutorials here: https://github.com/yang-song/score_sde_pytorch



Getting there! Started 10 days back! 
Which one is CAMELS?
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So far, somewhat recovering the PDFs,  
but not the powers!



Generative models are great 

Questions/Comments welcome :)


