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What	  kinds	  of	  observational	  
results	  could	  I	  talk	  about?	  

Galaxies	  and	  their	  
halos	  to	  lowest	  order:	  

Halo	  mass	  vs.	  
luminosity/stellar	  mass	  

1st	  order:	  type	  
dependence	  
and/or	  color	  
dependence	  

Galaxy	  bias	  
beyond	  halo	  

mass:	  assembly	  
bias	  

Galaxy	  bias	  and	  
relationship	  to	  

halo	  mass	  

Galaxy	  
clusters:	  
mass-‐

observable	  
relation	  

Other	  cool	  stuff	  about	  clusters:	  splashback	  
radius	  of	  halos,	  ….	  

Estimated	  
talk	  length:	  
3	  hours	  
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What	  I	  will	  actually	  talk	  about	  

Galaxies	  and	  their	  
halos	  to	  lowest	  order:	  

Halo	  mass	  vs.	  
luminosity/stellar	  mass	  

1st	  order:	  type	  
dependence	  
and/or	  color	  
dependence	  

Galaxy	  bias	  
beyond	  halo	  

mass:	  assembly	  
bias	  



Baseline	  mass-‐
observable	  relation	  
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Eales	  (2015)	  

5

Figure 1. The z = 0.1 GSMF for the cosmo-OWLS runs pre-
sented in L14 in a Planck 2013 cosmology. A 3-D aperture of
30 kpc (physical) is adopted when calculating the stellar masses
of the simulated galaxies. All of the models have too few galax-
ies with 10 ! log10[M∗/M⊙] ! 11, compared to recent SDSS
and GAMA observations. In addition, neglect of AGN feedback
(the ‘REF’ model) results in far too many massive galaxies. In-
clusion of AGN feedback resolves this problem, a result which is
independent of the choice of AGN heating temperature (i.e., how
violent/bursty the heating events are).

the subgrid feedback to reproduce key observables, while us-
ing other independent observables as tests of the realism of
the model. Two of the more notable examples of this strat-
egy are the Illustris (Vogelsberger et al. 2013) and EAGLE
(Schaye et al. 2015) projects. These studies were focused on
simulating the main galaxy population at high resolution
and both suitably calibrated their feedback on important
aspects of the galaxy population. In the case of EAGLE,
the feedback was calibrated on the local galaxy stellar mass
function and the size−stellar mass relation of galaxies (see
Crain et al. 2015).

As we are interested in tests of cosmology using large-
scale structure, rather than simulating the galaxy popula-
tion in fine detail, our calibration strategy will differ from
that of EAGLE and Illustris. In particular, the crucial prop-
erty that dictates how much the total matter power spec-
trum (which is what large-scale structure tests probe) has
been modified by baryon physics is the total baryon fraction
of haloes, which is dominated by stellar mass and especially
hot gas. Our calibration strategy will therefore be aimed
at reproducing the observed stellar and hot gas masses of
haloes. Note that the stellar and hot gas masses are also key
for setting the magnitude of many of the other observable
properties (e.g., luminosities and metallicities of galaxies,
metal content and overall thermodynamic state of the ICM
in groups and clusters). To our knowledge, bahamas is a
first attempt to calibrate the feedback on the total baryon
content of haloes and is the first study to explicitly calibrate
the feedback on the observed properties of massive haloes.

Our approach is as follows. We previously demonstrated
that a subset of the models with AGN feedback in the
OWLS/cosmo-OWLS projects reproduces a wide variety
of properties of the hot gas in groups and clusters (see
McCarthy et al. 2010 and L14), as well as of the ‘optical’
properties of the BCG. Given this success and the fact
that we now wish to carry out simulations of similar res-
olution, we will use these simulations as our starting point.
We will first examine the overall stellar mass distribution
(the galaxy stellar mass function, GSMF) of the various
cosmo-OWLS models. As discussed above (Section 2.1), we
anticipate an over-suppression of star formation in haloes
with Mhalo ∼ 1012M⊙ for these models. We will examine to
what extent a simple adjustment of the efficiency of stellar
feedback can rectify this issue, or whether more complicated
expressions for the efficiency are required. Having calibrated
the stellar feedback to reproduce the GSMF, we will investi-
gate how the ICM properties are affected (if at all). If there is
significant “crosstalk” between the hot gas and stellar prop-
erties, such that adjusting the feedback parameter values
to affect one has a similarly large effect on the other, then
this could make simultaneous calibration an involved and
expensive task. If, on the other hand, the coupling is rela-
tively weak, a simple re-calibration of the AGN model to fit
the group/cluster gas fractions may be all that is required.

2.3 The galaxy stellar mass function

We begin in Fig. 1 by examining the GSMF of the cosmo-
OWLS runs presented in L14. The GSMF is defined as the
number of galaxies (including both centrals and satellites)
per unit comoving Megaparsec per decade in stellar mass;
i.e., φ(M∗) ≡ dn/dlog10M∗. Following Schaye et al. (2015),
an aperture of 30 kpc (physical) is adopted when calculating
the stellar masses of the simulated galaxies here, but we
explore in Appendix B the effects of varying the aperture
size and compare with recent observations that do likewise.
In short, the stellar masses of the most massive galaxies are
sensitive to the choice of aperture (due to the presence of
intracluster light), both in the simulations and observations,
and a 30 kpc aperture is reasonable for standard ‘pipeline
analysis’.

Fig. 1 shows that the cosmo-OWLS models consistently
have too few galaxies with log10[M∗/M⊙] < 11 compared
to recent SDSS and GAMA observations. In addition, ne-
glect of AGN feedback (the ‘REF’ model) results in far
too many massive galaxies (log10[M∗/M⊙] " 11.5). Interest-
ingly, AGN feedback resolves this overcooling problem and
the resulting GSMF matches the observations at the high-
mass end very well, a result which is nearly independent
of the choice of AGN heating temperature (i.e., how vio-
lent/bursty the heating events are). This latter result con-
trasts with the very strong dependence of the hot gas mass
fractions on the heating temperature found in L14 (see their
Fig. 3); a result that we exploit later on when calibrating
the AGN feedback.

The fact that all of the cosmo-OWLS models under-
predict the abundance of galaxies with log10[M∗/M⊙] < 11
suggests that the stellar feedback is overly efficient, since this
is the only aspect of the feedback in common between the
different models. We now seek to alter the feedback param-
eter values to produce a better match to the GSMF at these
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Beyond	  halo	  mass	  
�  Do	  observable	  galaxy	  properties	  depend	  on	  some	  halo	  

property	  besides	  halo	  mass?	  

�  Assembly	  bias:	  does	  galaxy	  clustering	  amplitude	  depend	  
on	  some	  quantity	  other	  than	  halo	  mass?	  	  
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Gao et al. (2005) Li et al. (2008)

M* = 6.15 x 10^12 h-1 Msun
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Halo	  assembly	  bias	  is	  a	  
robust	  prediction	  of	  LCDM	  
(see	  Mao+17,	  Villarreal+17).	  	  
Galaxy	  assembly	  bias	  is	  not.	  



Observational	  methods	  
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Number	  counts	  
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Challenge:	  no	  direct	  access	  to	  halo	  
mass,	  satellites,	  model	  degeneracies	  

14 BEHROOZI, CONROY & WECHSLER
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Figure 3. Comparison of the best fit φtrue (the true or “intrinsic” GSMF)
in our model to the resulting φmeas (what an observer would report for the
GSMF, which includes the effects of the systematic biases µ,κ, and σ) at
z = 0. Since the best–fit values of µ and κ are very close to zero, the difference
between φmeas and φtrue almost exclusively comes from the uncertainty in
measuring stellar masses (σ).

Table 2
Best fits for the redshift evolution of Mh(M∗)

Parameter Free (µ,κ) µ = κ = 0 Free (µ,κ)
0 < z < 1 0 < z< 1 0.8 < z < 4

M∗,0,0 10.72+0.22
−0.29 10.72+0.02

−0.12 11.09+0.54
−0.31

M∗,0,a 0.55+0.18
−0.79 0.59+0.15

−0.85 0.56+0.89
−0.44

M∗,0,a2 N/A N/A 6.99+2.69
−3.51

M1,0 12.35+0.07
−0.16 12.35+0.02

−0.15 12.27+0.59
−0.27

M1,a 0.28+0.19
−0.97 0.30+0.14

−1.02 −0.84+0.87
−0.58

β0 0.44+0.04
−0.06 0.43+0.01

−0.05 0.65+0.26
−0.20

βa 0.18+0.08
−0.34 0.18+0.06

−0.34 0.31+0.38
−0.47

δ0 0.57+0.15
−0.06 0.56+0.14

−0.05 0.56+1.33
−0.29

δa 0.17+0.42
−0.41 0.18+0.41

−0.42 −0.12+0.76
−0.50

γ0 1.56+0.12
−0.38 1.54+0.03

−0.40 1.12+7.47
−0.36

γa 2.51+0.15
−1.83 2.52+0.03

−1.89 −0.53+7.87
−2.50

µ 0.00+0.24
−0.25 N/A 0.00+0.25

−0.25
κ 0.02+0.11

−0.07 N/A 0.00+0.14
−0.04

ξ 0.15+0.04
−0.02 0.15+0.04

−0.01 0.16+0.07
−0.01

σz 0.05+0.02
−0.01 0.05+0.02

−0.01 0.05+0.02
−0.01

Note. — See Table 1 and Equations 1, 5, 21-23, 25.

no evolution in the low-mass slope of the relation is consistent
within our one-sigma errors. Several studies (most recently,
Baldry et al. 2008; Drory et al. 2009) have reported that the
GSMF has an upturn in slope for very low stellar masses,
particularly below 108.5M⊙; this would imply that our best
fits may overestimate the scaling relation for galaxies below
108.5M⊙. At the high mass end, our best fitting function re-
sults in a progressively shallower relation for the growth of
stellar mass with halo mass, so that no single power law can
describe the scaling. However, for halos close to 1014M⊙,
the best-fit relation scales locally as M∗ ∼M0.28

h at z = 0 and
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Figure 4. Comparison of the best fit φtrue (the true or “intrinsic” GSMF) to
the resulting φmeas (as in Figure 3), for z = 0.5 and z = 1.15. Statistical errors
in individual stellar masses have a larger effect at higher redshift, resulting in
a steeper intrinsic bright end than measured.

M∗ ∼M0.34
h at z = 1, in accord with previous studies (see §4.4).

The results for high mass halos are also consistent with no
evolution in the slope of the SM–HM relation.

Figure 6 shows the stellar mass fraction for 0 < z < 1 ex-
cluding the effects of systematic shifts in stellar mass calcu-
lations (i.e., assuming µ = κ = 0). Under the assumption that
systematic errors in stellar mass calculations result in similar
biases in stellar masses at z = 0 as they do at higher redshifts,
this allows us to consider the evolution in normalization of the
SM–HM relation. Low-mass halos (below 1012 M⊙) display
clearly higher stellar mass fractions at late redshifts than they
do at early redshifts. By contrast, the evolution in stellar mass
fractions for high mass halos (above 1013.5 M⊙) is not statis-
tically significant, and it is constrained to be substantially less
than for low-mass halos. In the time since z = 1, this means
that the star formation rates for high-mass halos typically fall
relative to their dark matter accretion rates, whereas the op-
posite is true for low-mass halos (Conroy & Wechsler 2009).
The best-fitting parameters for the SM–HM relation assum-
ing µ = κ = 0 appear in Table 2, and the data points in Figure
6 appear in Appendix D.

4.3. Impact of Uncertainties

Uncertainties Affecting the Stellar Mass – Halo Mass Relation 15
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Figure 5. Top panel: Stellar mass – halo mass relation as a function of red-
shift for our preferred model. Bottom panel: Evolution of the derived stellar
mass fractions (M∗/Mh). In each case, the lines show the mean values for
central galaxies. These relations also characterize the satellite galaxy pop-
ulation if the horizontal axis is interpreted as the halo mass at the time of
accretion. Errors bars include both systematic and statistical uncertainties,
calculated for a fixed cosmological model (with WMAP5 parameters).

4.3.1. Systematic Shifts in Stellar Mass Calculations
By far the largest contributor to the error budget of the SM–

HM relation is the systematic error parameter µ. As the ef-
fect of µ is to multiply all stellar masses by a constant factor,
and as the width of the error bars in Figure 5 corresponds al-
most exactly to the prior on µ, we may conclude that reducing
the error on the systematic shifts in stellar mass calculations
would represent the single largest improvement in our under-
standing of the shape of the SM–HM relation. Figure 6 shows
the substantially smaller error bars that result if systematic er-
rors (µ and κ) in the stellar mass calculations are neglected.

4.3.2. Scatter in Stellar Mass at Fixed Halo Mass
The effect of ignoring scatter in stellar mass at fixed halo

mass (i.e., setting ξ = 0) is shown at two redshifts in Figure 7.
We find that the change is insignificant below halo masses of
1012 M⊙, and is within statistical error bars below 1013 M⊙

for z = 1. This is a result of the fact that the slope of the stellar
mass function below 1010.5 M⊙ in stellar mass (correspond-
ing to 1012 M⊙ in halo mass) is not steep enough for scat-
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Figure 6. Evolution of the derived stellar mass fractions (M∗/Mh) in the
absence of systematic errors. This result is analogous to Figure 5, bottom
panel, calculated under the assumption that the true values of the systematics
µ and κ in the stellar mass function are zero at all redshifts.

ter to have significant impact (see also Tasitsiomi et al. 2004).
Because ξ > 0 results in high stellar–mass galaxies being as-
signed to lower-mass halos than they would be otherwise (due
to the higher number density of lower-mass halos), the effect
is that higher-mass halos contain fewer stars on average than
they would for ξ = 0. The effect of setting ξ = 0 exceeds sys-
tematic error bars only for the very highest mass halos, above
1014.5 M⊙.

We note that our posterior distribution constrains ξ to be
less than 0.22 dex at the 98% confidence level. Higher val-
ues for ξ would result in GSMFs inconsistent with the steep
falloff of the Li & White (2009) GSMF (see also discussion
in Guo et al. 2009).

4.3.3. Statistical Errors in Stellar Mass Calculations
The significance of including or excluding random statisti-

cal errors in stellar mass calculations, σ(z), is also shown Fig-
ure 7. The effect of this type of scatter on the SM–HM relation
is mathematically identical to the effect of scatter in stellar
mass at fixed halo mass. As σ(z = 0) (∼ 0.07 dex) is much
smaller than the expected value of ξ (∼ 0.16 dex), the con-
volution of the two effects is only marginally different from
including ξ alone at z = 0; this results in only a minor effect on
the SM–HM relation. The effect becomes more pronounced
at z = 1 for the reason that σ(z = 1) (∼ 0.12 dex) becomes more
comparable to ξ—and so including the effects of statistical er-
rors in stellar mass becomes as important as modeling scatter
in stellar mass at fixed halo mass.

4.3.4. Cosmology Uncertainties
In Figure 8, we show a comparison of best fits for the stellar

mass fraction using abundance matching with three different
halo mass functions: analytic prescriptions for WMAP5 and
WMAP1 (see §3.2.2) as well as the mass function taken di-
rectly from the L80G simulation (see §3.2.1). The difference
between the L80G simulation and the analytic WMAP1 mass
function is slight, as the L80G simulation uses WMAP1 initial
conditions (h = 0.7, Ωm = 0.3, ΩΛ = 0.7, σ8 = 0.9, ns = 1); the
difference is consistent with sample variance for the relatively
small (80 h−1 Mpc) size of the simulation. The difference be-
tween SM–HM relations using WMAP1 and WMAP5 cos-

Behroozi	  et	  al	  (2010)	  



Galaxy	  clustering	  
Excess	  pair	  counts:	  dN	  =	  n	  (1+ξ(r))	  dV	  
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16 Zehavi et al.

Fig. 10.— Luminosity dependence of galaxy clustering and the HOD. The left panel shows the measured wp(rp) and the best-fit HOD
models for all luminosity-threshold samples. The samples are each staggered by 0.25 dex, starting from the Mr < −20.5 sample, for clarity.
The right panel shows the corresponding halo occupation functions, ⟨N(Mh)⟩, color-coded in the same way. The occupation functions shift
to the right, toward more massive halos, as the luminosity threshold increases. The separation of central and satellite galaxies is shown
for the rightmost occupation function, corresponding to the brightest sample, as the dashed and dotted curves, respectively. For the six
fainter samples, we have chosen models with sharp central-galaxy cutoffs (σlog M ≈ 0) that have ∆χ2 < 1 relative to the best-fit model
listed in Table 3 (see text). The three brightest samples require smooth cutoff profiles to fit the number density and clustering data.

TABLE 3
HOD and Derived Parameters for Luminosity Threshold Samples

Mmax
r logMmin σlog M logM0 logM ′

1 α logM1 fsat bg
χ2

dof

-22.0 14.06± 0.06 0.71± 0.07 13.72± 0.53 14.80 ± 0.08 1.35± 0.49 14.85± 0.04 0.04± 0.01 2.16± 0.05 1.8
-21.5 13.38± 0.07 0.69± 0.08 13.35± 0.21 14.20 ± 0.07 1.09± 0.17 14.29± 0.04 0.09± 0.01 1.67± 0.03 2.3
-21.0 12.78± 0.10 0.68± 0.15 12.71± 0.26 13.76 ± 0.05 1.15± 0.06 13.80± 0.03 0.15± 0.01 1.40± 0.03 3.1
-20.5 12.14± 0.03 0.17± 0.15 11.62± 0.72 13.43 ± 0.04 1.15± 0.03 13.44± 0.03 0.20± 0.01 1.29± 0.01 2.7
-20.0 11.83± 0.03 0.25± 0.11 12.35± 0.24 12.98 ± 0.07 1.00± 0.05 13.08± 0.03 0.22± 0.01 1.20± 0.01 2.1
-19.5 11.57± 0.04 0.17± 0.13 12.23± 0.17 12.75 ± 0.07 0.99± 0.04 12.87± 0.03 0.23± 0.01 1.14± 0.01 1.0
-19.0 11.45± 0.04 0.19± 0.13 9.77± 1.41 12.63 ± 0.04 1.02± 0.02 12.64± 0.04 0.33± 0.01 1.12± 0.01 1.8
-18.5 11.33± 0.07 0.26± 0.21 8.99± 1.33 12.50 ± 0.04 1.02± 0.03 12.51± 0.04 0.34± 0.02 1.09± 0.01 0.9
-18.0 11.18± 0.04 0.19± 0.17 9.81± 0.62 12.42 ± 0.05 1.04± 0.04 12.43± 0.05 0.32± 0.02 1.07± 0.01 1.4

Note. — See Eq. 7 for the HOD parameterization. Halo mass is in units of h−1M⊙. Error bars on the HOD parameters
correspond to 1σ, derived from the marginalized distributions. M1, fsat and bg are derived parameters from the fits. M1 is
the mass scale of a halo that can on average host one satellite galaxy above the luminosity threshold and fsat is the fraction of
satellite galaxies in the sample. bg is the large-scale galaxy bias factor and is degenerate with the amplitude of matter clustering
σ8, so that this is in fact bg × (σ8/0.8). A 2% systematic shift in the wp values would correspond to a 1% change in bg, effectively
doubling the tiny errorbars on it. For all samples, the number of degrees-of-freedom (dof) is 9 (13 measured wp values plus the
number density minus the five fitted parameters). The parameters of the sharp-cutoff models plotted in Fig 10 for the six fainter
samples (see text) are specified hereby as (Mmax

r , logMmin, σlogM , logM0, logM ′
1, α): (-18.0, 11.14, 0.02, 9.84, 12.40, 1.04);

(-18.5, 11.29, 0.03, 9.64, 12.48, 1.01); (-19.0, 11.44, 0.01, 10.31, 12.64, 1.03); (-19.5, 11.56, 0.003, 12.15, 12.79, 1.01); (-20.0, 11.78,
0.02, 12.32, 12.98, 1.01); (-20.5, 12.11, 0.01, 11.86, 13.41, 1.13).

close to a power-law. The sharp rise in b(L) (Fig-
ure 7) is driven both by this upturn in Mh (Mmin)
and by the steepening of the b(Mh) relation itself
(Mo & White 1996; Jing 1998; Sheth, Mo, & Tormen
2001; Tinker et al. 2010). As discussed by Zheng et
al. (2009, Appendix A), the greater departures from
a power-law wp(rp) evident for brighter galaxies arise
mainly because Mmin and M1 are larger than the char-
acteristic halo massM∗

h where the halo mass function be-
gins to drop exponentially; this change in the halo mass
function shape leads to a sharper transition between the
one-halo and two-halo regimes of the correlation func-
tion.
There is a considerable gap between the values ofMmin

and M1 at all luminosities. As in earlier works, we find
an approximate scaling relation of M1 ≈ 17Mmin, imply-
ing that a halo hosting two galaxies (one central galaxy
and one satellite) above the luminosity threshold has to
be about 17 times more massive on average than a halo
hosting only one (central) galaxy above the luminosity
threshold. Halos in this “hosting gap” mass range tend to
host more luminous (higher mass) central galaxies rather
than multiple galaxies, consistent with the predictions of
Berlind et al. (2003) based on hydrodynamic simulations
and semi-analytic models. As can be seen in Figure 12a,
this scaling factor is somewhat smaller at the high lu-
minosity end, corresponding to massive halos that host
rich groups or clusters. This latter trend likely reflects

Zehavi	  et	  al.	  (2011)	  

Challenge:	  model	  degeneracies,	  cosmology-‐
dependence,	  CV	  for	  small	  volumes	  
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Directly	  sensitive	  to	  
all	  projected	  mass	  

Picture	  credit:	  LSST	  
Science	  Book	  
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Cross-‐correlation:	  Lens	  galaxy	  positions	  versus	  
source	  galaxy	  shapes	  

	  

Reveals	  total	  matter	  distribution	  around	  lens	  
galaxies	  (galaxy-‐mass	  correlation)	  

Challenge:	  interpreting	  stacked	  measurements,	  
central/satellite	  terms	  
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Figure 1. Observables used to constrain the MLR of central galaxies (open squares with errorbars). The upper and middle panels show
the observables measured using red centrals (Sample LR) and blue centrals (Sample LB), respectively. From the left to the right these
panels show the host-weighted velocity dispersions [panels (a) and (d)], the satellite-weighted velocity dispersions [panels (b) and (e)],
and the average number of satellites per central [panels (c) and (f)], all as function of the luminosity of the central. Panel (g) shows the
fraction of red centrals as a function of luminosity as measured from Sample LA. The blue and purple regions indicate the 68 and 95
percent confidence intervals obtained from the MCMC, showing that the model accurately fits the data.

Figure 2. Obervables measured using Sample LA. Panels (a), (b) and (c) shows the host-weighted velocity dispersions, the satellite-
weighted velocity dispersions, and the average number of satellites per central, respectively, all as a function of the luminosity of the
central galaxy. Although these observables are not used to constrain the model parameters (see text), the 68 and 95 percent confidence
intervals obtained from the MCMC, indicated by the blue and purple regions, show that the model accurately fits these data as well.

More	  et	  al	  (2011)	  

Satellites	  orbit	  in	  host	  halo	  potential	  well	  

Challenges:	  central/satellite	  identification,	  
modeling	  of	  stacked	  distributions	  



Marked	  correlation	  functions	  
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Like	  clustering	  measurements,	  but	  weighted	  by	  
some	  “mark”	  (color,	  …)	  

2 R. Skibba, R. K. Sheth, A. J. Connolly & R. Scranton

We do so by using the statistics of marked correlation
functions (Stoyan & Stoyan 1994; Beisbart & Kerscher 2002)
which have been shown to provide sensitive probes of envi-
ronmental effects (Sheth & Tormen 2004; Sheth, Connolly
& Skibba 2005). The halo model (see Cooray & Sheth 2002
for a review) is the language currently used to interpret
measurements of galaxy clustering. Sheth (2005) develops
the formalism for including marked correlations in the halo
model of clustering, and Skibba & Sheth (2005) extend this
to describe measurements made in redshift space. This halo
model provides an analytic description of marked statistics
when correlations with environment arise entirely because
of the statistical effect.

Section 2 describes how to construct a mock galaxy cat-
alog in which the luminosity function and the luminosity
dependence of clustering are the same as those observed in
the Sloan Digital Sky Survey. In these mock catalogs, any
correlation with environment is entirely due to the statisti-
cal effect. Section 3 shows that the halo model description of
marked statistics provides a good description of this effect,
both in real and in redshift space. Section 4 compares mea-
surements of marked statistics in the SDSS with the halo
model prediction. The comparison provides a test of the as-
sumption that correlations with environment arise entirely
because of the statistical effect. A final section summarizes
our results, and shows that marked statistics provide inter-
esting information about the correlation between galaxies
and their environments without having to separate the pop-
ulation into the two traditional extremes of ‘cluster’ and
‘field’.

2 WEIGHTED OR MARKED CORRELATIONS

IN THE ‘STANDARD’ MODEL

Zehavi et al. (2005) have measured the luminosity depen-
dence of clustering in the SDSS (York et al. 2000; Adelman-
McCarthy et al. 2005). They interpret their measurements
using the language of the halo model (see Cooray & Sheth
2002 for a review). In particular, they describe how the
distribution of galaxies depends on halo mass in a ΛCDM
model with (Ω0, h, σ8) = (0.3, 0.7, 0.9) which is spatially flat.
In this description, only sufficiently massive halos (Mhalo >
1011M⊙) host galaxies. Each sufficiently massive halo hosts
a galaxy at its centre, and may host satellite galaxies.
The number of satellites follows a Poisson distribution with
a mean value which increases with halo mass (following
Kravtsov et al. 2004). In particular, Zehavi et al. report that
the mean number of galaxies with luminosity greater than
L in halos of mass M is

Ngal(> L|M) = 1 + Nsat(> L|M) = 1 +

[

M
M1(L)

]α(L)

(1)

if M ≥ Mmin(L), and Ngal(M) = 0 otherwise. In practice,
Mmin(L) is a monotonic function of L; we have found that
their results are quite well approximated by

(

Mmin

1012h−1M⊙

)

≈ exp

(

L
1.4 × 108h−2L⊙

)

− 1, (2)

M1(L) ≈ 23 Mmin(L), and α ∼ 1.
Later in this paper we will also study a parametrization

in which the cutoff at Mmin is less abrupt:

Ngal(> L|M) = erfc

[

log10 Mmin(L)/M√
2σ

]

+ Nsat(> L|M)

Nsat(> L|M) =

[

M
M1(L)

]α(L)

. (3)

This is motivated by the fact that semi-analytic galaxy for-
mation models show smoother cut-offs at low-masses (Sheth
& Diaferio 2001; Zheng et al. 2005), and that parameteri-
zations like this one can also provide good fits to the SDSS
measurements (Zehavi et al. 2005).

We use the model in equation (1) to populate halos
in the z = 0.13 outputs of the VLS ΛCDM simulation
(Yoshida, Sheth & Diaferio 2001) as follows. We specify a
minimum luminosity Lmin which is smaller than the mini-
mum luminosity we wish to study. We then select the subset
of halos in the simulations which have M > Mmin(Lmin).
We specify the number of satellites each such halo con-
tains by choosing an integer from a Poisson distribution
with mean Nsat(> Lmin|M). We then specify the luminosity
of each satellite galaxy by generating a random number u
distributed uniformly between 0 and 1, and finding that L
for which Nsat(> L|M)/Nsat(> Lmin|M) = u. This ensures
that the satellites have the correct luminosity distribution.
Finally, we distribute the satellites around the halo centre so
that they follow an NFW profile (see Scoccimarro & Sheth
2002 for details). We also place a central galaxy at the cen-
tre of each halo. The luminosity of this central galaxy is
given by inverting the Mmin(L) relation between minimum
mass and luminosity. We assign redshift space coordinates
to the mock galaxies by assuming that a galaxy’s velocity
is given by the sum of the velocity of its parent halo plus a
virial motion contribution which is drawn from a Maxwell-
Boltzmann distribution with dispersion which depends on
halo mass (following equation 12 below). We insure that
the centre of mass motion of all the satellites in a halo is
the same as that of the halo itself by subtracting the mean
virial motion vector of satellites from the virial motion of
each satellite (see Sheth & Diaferio 2001 for tests which in-
dicate that this model is accurate).

The resulting mock galaxy catalog has been constructed
to have the correct luminosity function (Figure 1) as well as
the correct luminosity dependence of the galaxy two-point
correlation function. In addition, note that the number of
galaxies in a halo, the spatial distribution of galaxies within
a halo, and the assignment of luminosities all depend only on
halo mass, and not on the surrounding large-scale structure.
Therefore, the mock catalog includes only those environmen-
tal effects which arise from the environmental dependence
of halo abundances.

For reasons described by Sheth, Connolly & Skibba
(2005), the marked correlation function we measure in the
mock catalogs is

M(s) ≡ 1 + W (s)
1 + ξ(s)

, (4)

where ξ(s) is the two-point correlation function in redshift
space, and W (s) is the same sum over galaxy pairs separated
in redshift space by s, but now each member of the pair is
weighted by the ratio of its luminosity to the mean luminos-
ity of all the galaxies in the mock catalog. (Schematically,
if the estimator for 1 + ξ is DD/RR, then the estimator

The luminosity-weighted correlation function 7

Figure 6. Redshift-space correlation functions measured in volume limited catalogs with Mr < −19.5 (left) and Mr < −20.5 (right) in
the SDSS. Top panels show the unweighted correlation function ξ(s), and bottom panels show the marked statistic M(s). Smooth curves
show the associated redshift-space halo-model predictions; solid curves are when the central galaxy in a halo is treated differently from
the others, whereas this is not done for the dashed curves. Dotted curves show the mean and rms values of the statistic M , estimated
by randomizing the marks and remeasuring M one hundred times. Two sets of curves are shown in the right hand panels; the top set of
solid and dashed curves shows the halo model calculation in which the relation between the number of galaxies and halo mass is given
by equation (1), and the bottom set follow from equation (3).

Figure 7. Projected correlation function measured in volume lim-
ited catalog with Mr < −20.5 in the SDSS. Top panel shows the
unweighted projected correlation function wp(rp), and bottom
panels show the marked statistic Mp(rp). Smooth curves show
the associated projected halo-model predictions; solid curves are
when the central galaxy in a halo is treated differently than the
others, whereas this is not done for the dashed curves. The up-
per set of dashed and solid curves show halo-model calculations
which follow from equation (1); the lower set of curves assume
equation (3).

smaller by a factor of four in both plots). Evidently, central
galaxies are indeed a special population in the data. This
provides substantial support for the assumption commonly
made in halo-model interpretations of the galaxy correlation
function that the central galaxy in a halo is different from
all the others.

However, even the solid curves are not in particularly
good agreement with the measurements. Before attributing
the discrepancy to environmental effects not included in the
halo model description, we have explored the effect of mod-
ifying our parametrization of the relation between the num-
ber of galaxies and halo mass which we use (equation 1).
Figure 6 shows that the parametrization in equation (3),
with σ = 0.5 and M1/Mmin = 30, provides equally good fits
to ξ(s), but a slightly better description of M(s). In this
parameterization of the scaling of Ngal with halo mass, the
minimum halo mass required to host a galaxy is not a sharp
step function.

Further evidence in support of the parametrization in
which the minimum mass cutoff is not sharp, and in which
the central galaxy is different from the others is shown in
Figure 7. The top and bottom panels compare measurements
of the projected correlation functions wp(rp) and Mp(rp),
where

wp(rp) =

∫

dy ξ(rp, y) = 2

∫ ∞

rp

dr
r ξ(r)

√

r2 − r2
p

, and

Mp(rp) =
1 + Wp(rp)/rp

1 + wp(rp)/rp
, where

Wp(rp) = 2

∫ ∞

rp

dr
r W (r)

√

r2 − r2
p

and r =
√

r2
p + y2, (22)

with the associated halo-model calculations. (In the halo

But	  note	  M.	  White	  (2016):	  
density-‐marked	  
correlation	  function	  as	  
discriminator	  of	  gravity?	  



Conformity	  
(special	  case	  of	  marked	  CF?)	  

Correlation	  between	  star	  formation	  rates	  /	  
colors	  of	  nearby	  galaxies	  

R.	  Mandelbaum	   15	  

Note,	  1-‐halo	  and	  2-‐halo	  conformity,	  and	  
central-‐central	  vs.	  central-‐satellite,	  give	  
different	  information	  

Challenge:	  robustly	  identifying	  centrals	  vs.	  
satellites	  and/or	  interpreting	  results	  statistically	  



Joint	  results	  
�  Combining	  clustering,	  lensing,	  

number	  counts	  enables	  better	  
model	  constraints	  by	  reducing	  
degeneracies	  

�  Watch	  out	  for	  cosmology	  
dependence!	  See	  e.g.	  More	  (2013)	  

�  McEwen	  &	  Weinberg	  (2016)	  showed	  
lensing+clustering	  joint	  constraints	  
can	  be	  insensitive	  to	  assembly	  bias	  if	  
using	  cross-‐correlation	  coefficient	  

R.	  Mandelbaum	   16	  
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FIG. 9.— The ratio ξgm(r)/ξgg(r), which is equal to rgm/b in the linear bias model. Panels (a)-(d) show the four model sequences illustrated in Figs. 7 and 8.
Line types follow the same sequence as in those Figures, with σ8 increasing from 0.6 (dotted) to 1.0 (long-dashed) in panels (a) and (b), Ωm increasing from
0.2 (dotted) to 0.4 (long-dashed) in (c), and αc increasing from 0.3 (dotted) to 1.0 (solid) in (d).

Figures 9c and 9d show that the effects of Ωm or cgal varia-
tions are much smaller than those of σ8 variations. The ∼ 5%
model-to-model differences at small scales arise from their
different halo concentrations, while the smaller differences at
large scales reflect the slight changes in HOD parameters re-
quired to match wp(rp). Present observations (Hoekstra et al.
2002; Sheldon et al. 2004) are consistent with ξgm(r)/ξgg(r)
that is approximately scale-independent, but the uncertainties
are still fairly large, and testing for the feature predicted in
Figure 9 will require more careful replication of observational
procedures.
Figure 9 shows that the linear bias expectation of constant

ξgm(r)/ξgg(r) holds accurately for r ≥ 4 h−1Mpc but fails at
the 20−50% level in the non-linear regime. We can also ask
how well the linear bias prediction∆Σ ∝ Ωmσ8 describes the
scaling of ∆Σ(r) with cosmological parameters. To answer
this question, and to allow easy scaling of our predictionswith
cosmological parameters, we adopt the more general formula

∆Σ(r)
∆ΣFID(r)

=
(

Ωm

0.3

)α
( σ8
0.8

)β

(17)

and determine best-fit values of α and β at each separation

r. Here ∆ΣFID(r) is the excess surface density prediction of
the fiducial model with Ωm = 0.3 and σ8 = 0.8, and we fit α
and β using a full grid of models with σ8 = 0.6, 0.7, 0.8, 0.9,
1.0 and Ωm = 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45. We assume
cgal = cdm in all cases.
Figures 10a and 10b plot the fitted values of α and β, re-

spectively, as a function of r. Results for Mr ≤ −20 galax-
ies and Mr ≤ −21 galaxies are similar, though the underlying
∆ΣFID(r) is different in the two cases. There are two notable
departures from the linear bias values α = β = 1. At small
scales, α falls below one, reflecting the weak convergence of
∆Σ(r) curves seen in Figure 8b. This convergence in turn re-
flects the Ωm-dependence of halo concentrations. At scales
r ∼ 2− 5 h−1Mpc, β rises above unity, corresponding to the
slight divergence of∆Σ(r) curves at these scales in Figure 7f.
Figure 10c shows the rms and maximum fractional errors be-
tween the Ωm or σ8 dependences predicted by the full ana-
lytic model and the scaling relation (17), calculated over our
full model grid. The rms errors range from ∼ 1% at large
r to ∼ 3% at intermediate r. The largest errors arise for the
Ωm = 0.45, σ8 = 1.0 model, and they are roughly twice the
rms errors. Figure 10d shows the result of adopting the linear

Yoo	  et	  al	  (2006)	  



Basic	  results:	  average	  
relationships	  
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COSMOS	  (Leauthaud	  et	  al.	  2012)	  
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• 	  Self-‐consistent	  halo	  	  
	  	  	  modeling	  of	  lensing,	  	  	  
	  	  	  galaxy	  clustering,	  abundance	  
• 	  No	  early	  vs.	  late	  type	  split	  
• 	  Evolution	  with	  redshift	  for	  	  
	  	  	  parameterized	  Mhalo/M*	  	  
	  	  	  relation	  
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Fig. 10.— Top panel: Inferred SHMR in the z1 redshift bin compared to other low redshift measurements from weak lensing (WL),
abundance matching (AM), satellite kinematics (SK), and the Tully Fisher relation (TF). The COSMOS z1 results are shown by the solid
dark blue line and the shaded grey region represents the one sigma error on the SHMR. This SHMR represents ⟨log10(M∗(Mh))⟩. With
the exception of Conroy et al. (2007), all data points either use or have been converted to this same averaging system . Overall, there is a
broad agreement between various probes. Detailed comparisons between various data-sets however, are limited by systematic differences in
stellar mass estimates due to varying assumptions (e.g., star formation histories, extinction laws, stellar population models). Bottom panel:
Dark-to-stellar mass ratio as a function of stellar mass. We observe a clear variation in M200b/M∗ with M200b/M∗ reaching a minimum of
Mh/M∗ ∼ 27 at M∗ ∼ 4.5× 1010 M⊙ and M200b ∼ 1.2× 1012 M⊙. The dark-to-stellar mass ratio rises sharply at M∗ > 5 × 1010 M⊙ so
that a cluster of halo mass M200b ∼ 1015 M⊙ will reach a ratio of M200b/M∗ ∼ 2000. Note that this ratio only refers to the ratio between
the halo mass and the stellar mass of the central galaxy. For example, in the case of clusters, we are comparing the ratio of the cluster halo
mass to stellar mass of the central Brightest Cluster Galaxy (BCG).

1013 − 1014 M⊙) in COSMOS for which we have cal-
ibrated the relationship between halo mass and X-ray
luminosity (LX) using g-g lensing. The expected scat-
ter in halo mass at fixed LX is of order 0.13 dex so the
sample presented in Leauthaud et al. (2010) is halo mass
selected to a good approximation. In parallel, George et
al. (in prep) have constructed an algorithm to identify
the central galaxies of these groups and have used the
weak lensing signal itself to optimize the algorithm by
maximizing the weak lensing signal at small radial sep-
arations from the central galaxy. The grey squares in
Figure 10 report the stellar mass of the central galaxy
versus Mh for groups at 0.22 < z < 0.48 and with a
high quality flag. These data points are directly compa-
rable to ours since we have used exactly the same stellar

masses and confirm that our results are consistent with
Leauthaud et al. (2010).
We present a similar exercise for a sample of X-ray lu-

minous clusters (A68, A209, A267, A383, A963, A1689,
A1763, A2218, A2390, A2219) from Hoekstra (2007) with
weak lensing masses from Mahdavi et al. (2008). The
central galaxies of these clusters have been studied in de-
tail by Bildfell et al. (2008). Using the same stellar mass
code and assumptions as in this paper, we have com-
puted stellar masses for the central cluster galaxies using
a compilation of optical data provided by Chris Bildfell.
The results are shown by the red asterisk points in Fig-
ure 10. Unfortunately, these mass estimates are based on
just two optical bands (B-band and R-band) and as such
will have larger uncertainties than the COSMOS stellar

Leauthaud	  et	  al	  (2012)	  
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Figure 12. All panels show the mean central halo mass as a function of stellar mass for red and blue galaxies from this paper (Fig. 11) as shaded regions.
The top left panel shows results from measurements of galaxy-galaxy lensing by Mandelbaum et al. (2006), Velander et al. (2014), and Hudson et al. (2015);
the bottom left panel shows results from More et al. (2011) (satellite kinematics) and Rodríguez-Puebla et al. (2015) (HOD interpretation of abundance and
clustering); the top right panel shows results from HOD modeling of lensing and clustering measurements by Zu & Mandelbaum (2015a) and Tinker et al.
(2013); and the bottom right panel shows age-matching mocks from Hearin et al. (2014) as well as the semi-analytic catalogs used throughout this work.. All
errors are 1�.
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Previous	  lensing	  results	  

Clustering+abundance,	  
Satellite	  kinematics	  

Joint	  abundance,	  
lensing,	  clustering	  



Lessons	  so	  far	  
�  Lensing	  tells	  us	  that	  early-‐type	  central	  galaxies	  live	  in	  

halos	  that	  are	  ~2-‐3x	  more	  massive	  than	  those	  hosting	  
late-‐type	  central	  galaxies	  

�  Kinematics	  and	  lensing	  agree	  on	  this	  point,	  though	  with	  
different	  normalization	  at	  low	  M*	  

�  Clustering+abundance	  results	  agree,	  though	  high-‐mass	  
normalization	  differs	  (modeling	  assumptions?)	  

�  Joint	  lensing+clustering+abundance	  results	  agree,	  though	  
SDSS	  and	  COSMOS	  give	  different	  results	  at	  high	  mass	  
(model	  differences,	  cosmic	  variance	  in	  COSMOS?)	  
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Galaxy	  assembly	  bias	  
�  To	  detect	  directly,	  find	  

two	  samples	  of	  galaxies.	  	  
They	  must:	  
�  Have	  the	  same	  

underlying	  halo	  mass	  
distribution.	  

�  Differ	  in	  some	  observable	  
property	  that	  correlates	  
with	  dark	  matter	  halo	  
properties.	  

�  Measure	  their	  clustering,	  
and	  look	  for	  differences	  

R.	  Mandelbaum	   23	  

Gao et al. (2005) Li et al. (2008)

M* = 6.15 x 10^12 h-1 Msun
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Galaxy	  assembly	  bias	  
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DETECTING ASSEMBLY BIAS 5

3. THE DIRECT APPROACH: SELECTION OF HALOS WITH
ABUNDANCE MATCHING-BASED MASS

Before presenting our main results in Section 4, here we
first follow the approach adopted in Yang et al. (2006) and
seek signs of assembly bias. However, we add an additional
step, which is to use galaxy-galaxy lensing to test the fun-
damental assumption that the halo masses in the catalog can
be used to select early- and late-forming centrals with similar
halo masses and without the contamination by satellite galax-
ies. These results inform the approach we use in Section 4.

We start with the sample of central galaxies with halo mass
within the range log(M200c/M�) = 12.0 - 12.5, according to
the Y07 catalog. We divide the galaxies into high- and low-
sSFR samples (containing 75,452 and 61,743 galaxies), with
the division at sSFR = 10-11 yr-1. The projected correlation
function and the surface mass density contrast of the samples
are shown in the top and bottom panels of Fig. 2, respectively.
In these panels, the red and blue points represent the low- and
high-sSFR samples, respectively. From the top panel we see
that the low-sSFR sample has a systematically higher cluster-
ing amplitude. The ratio of the low-sSFR-to-high-sSFR corre-
lation functions, which represents the relative bias of the two
samples (at large scales), is shown in the middle panel, and
is clearly different from unity (although we note the points
are highly correlated). This is similar to what Yang et al.
(2006) have found (although they have separated the samples
using the SFR, not sSFR). If the two galaxy samples have the
same halo mass, then this would represent an observational
evidence of assembly bias.

In the bottom panel we show the galaxy-galaxy lensing
measurements of the two samples. They clearly have dif-
ferent surface density contrasts. Fitting an NFW model
to �⌃ out to 0.3h-1Mpc and integrate the density profile
gives the total mass M200c of (8.5 ± 1.3) ⇥ 1011 h-1M� and
(2.7+1.6

-1.0)⇥1011 h-1M� for the low-sSFR and high-sSFR sam-
ples, respectively. Therefore the relative bias of the two sam-
ples is primarily due to the difference in halo mass.

We note that in the Figure, there are non-negligible con-
tributions from satellite galaxies. This can be seen in both
the correlation function and galaxy-galaxy lensing measure-
ments. For the case of correlation function, in a pure central
sample, due to the halo exclusion effect, the signal should flat-
ten at scales below the mean halo radius (e.g., Tinker et al.
2005). But a one-halo term is clearly present in our corre-
lation functions. For the case of lensing measurements, the
“bump” from 0.5 to 2h-1Mpc in �⌃ is also due to the pres-
ence of satellites (Section 2.3).

We next consider the case when the central galaxy sample
is separated by the resolved SFH from VESPA. We again start
with the galaxies within the halo mass range log(M200c/M�) =
12.0 - 12.5 (according to the Y07 catalog). We define the
early-forming galaxy sample to consist of those that have
formed 50% of the final stellar mass in the first temporal bin
(containing 63,933 galaxies), while the late-forming galax-
ies are those that have formed 50% of the final mass in later
bins (56,760 galaxies). The results are shown in Fig. 3.
The red and blue points now represent the early- and late-
forming galaxies, respectively. Again, although the early-
forming sample has a higher bias, this is due to its higher
halo mass: the total masses are (9.2+1.7

-1.5) ⇥ 1011 h-1M� and
(4.5+0.9

-0.7) ⇥ 1011 h-1M� for the early- and late-forming sam-
ples, respectively. The presence of satellites is also apparent
from both the correlation function and lensing measurements.

Figure 2. Measurements of projected correlation function (top panel) and
surface mass density contrast (bottom panel) for the central galaxies selected
with the Y07 halo mass within the range log(M200c/M�) = 12.0 - 12.5, fur-
ther separated into low- and high-sSFR samples (red and blue points, re-
spectively). The middle panel shows the relative bias of the two samples:
the low-sSFR sample has systematically higher bias, but this is mainly due
to the ⇠ 2.5 times difference in halo mass: galaxy-galaxy lensing indi-
cates the two samples have mass M200c of (8.5 ± 1.3) ⇥ 1011 h-1M� and
(2.7+1.6

-1.0) ⇥ 1011 h-1M�, respectively. The two curves in the bottom panel
represent the best-fit NFW profiles (magenta: low-sSFR; cyan: high-sSFR).

We therefore conclude it is likely that the scatter in the
Y07 halo mass estimates is not random, and somehow it
correlates with physical properties of the galaxies (such
as sSFR and SFH), and that simply taking the halo mass
estimates from the Y07 catalog would lead to false signals
that are not due to assembly bias.

4. OUR ITERATIVE APPROACH: HALO MASS MEASUREMENTS
FROM WEAK LENSING

Equipped with the experience gained from the exercises in
Section 3, we now present our approach to the detection of as-
sembly bias. Our goal is to construct early- and late-forming
galaxy samples that have similar halo masses. As in Section 3,
we classify galaxies as early- or late-forming via either the re-
solved SFH from VESPA or the current sSFR. Below we de-
scribe our procedures and results with these two methods in
turn.

4.1. Classification by Resolved Star Formation History
Using satellite kinematics, More et al. (2011, hereafter

M11) have measured the central galaxy stellar mass–halo
mass relationships separately for red and blue galaxies (see
solid curves in Fig. 4)8. We use these as the initial guess for

8 From these curves we could understand the relative halo masses for the
low- and high-sSFR samples studied in Section 3. Selection by sSFR is equiv-

Lin	  et	  al	  (2016)	  

Clustering	  of	  red,	  
blue	  centrals	  from	  
Yang	  et	  al	  group	  
catalog:	  not	  
assembly	  bias!	  	  
(mass,	  satellites)	  
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early- and late-forming ones. Usually about 7-15% of galax-
ies are removed this way.

It should also be noted that not every galaxy can be unam-
biguously identified as early- or late-forming from the VESPA
SFH, as we have opted for purity and demanded consistency
between the two dust models (Section 2.1). The early- and
late-forming sample sizes could therefore be further reduced
(by 5 - 17%) compared to the parent samples.

We have thus obtained a pair of early- and late-forming
samples that we believe are dominated by central objects
in their halos and have similar mean halo masses. The
way they are constructed is depicted in Fig. 4. In the Fig-
ure, two horizontal bands (shaded regions) are shown around
log(M200b/h-1M�) ⇡ 12.4. Each band denotes the initial halo
mass range (M0

h in the notation used above) guessed from the
central stellar mass-halo mass relations. The green one rep-
resents the parent sample (i.e., before the SFH splitting) from
which a late-forming sample is derived. Similarly, the dark
red band represents the parent sample from which an early-
forming sample is obtained. At these (low) mass scales, we
need to include both red and blue central galaxies in the par-
ent sample, as suggested by the central stellar mass-halo mass
relations of M11 (the solid curves). The resulting early- and
late-forming samples contain 18,200 and 26,071 galaxies, re-
spectively. Using galaxy-galaxy lensing, it is found that these
samples have mean masses of M200c = (9.1+2.4

-1.9)⇥1011 h-1M�
and (8.2+2.2

-1.7)⇥ 1011 h-1M� (see bottom panel of Fig. 5). Be-
low we refer to these as our SFH samples.

In the top and middle panels of Fig. 5, we show the com-
parison of the correlation functions for these samples. It is
clear that the power at small scales (e.g., . 1h-1Mpc) is much
reduced compared to Figs. 2 and 3, due to the removal of
satellites with our FOF procedure. (The lensing signal shown
in the bottom panel matches the NFW fit for rp . 1h-1Mpc,
which further supports the conclusion that we do not have an
appreciable satellite population in the final galaxy samples.)
At large scales (rp & 5h-1Mpc), we see in the middle panel
the (square of) relative bias scatters around unity (indicated
by the horizontal dotted line), suggesting that there is not a
strong difference in the large-scale clustering of the two sam-
ples. Over the scales 5 - 35h-1Mpc, the square root of the
mean ratio is 1.00±0.12.

To properly interpret our findings, we compare the observed
relative bias with that obtained from the z = 0 output of the
L0250 simulation (Section 2.4). We make the assumption
that the distribution of halo mass of the observed galaxy sam-
ples follows a log-normal form10, with parameters Mcen and
�log M representing the mean and standard deviation of the
Gaussian in log space. To find out the values of Mcen and
�log M appropriate for our galaxy samples, we consider a grid
of combinations of these parameters, with logMcen ranging
from 11.4 to 12.5 (with an interval of 0.1 dex), and �log M from
0.05 to 0.45 (with an interval of 0.05). Given an observed
galaxy sample, for each combination of (Mcen,�log M), we pre-
dict the corresponding �⌃ signal and obtain �2 by comparing
with the observed profile. We consider all models that sat-
isfy �2  �2

min + 2.3 as plausible (corresponding to 68% prob-

10 The motivation for adopting this form comes from the mock catalog
of the age-matching model (Section 2.4). For each galaxy in our sample,
we assign a counterpart in the mock by matching the stellar mass and sSFR,
and find that the resulting halo mass distribution of the matched mock galaxy
sample is very close to log-normal, with a standard deviation of 0.2 - 0.3.

Figure 5. Measurements of projected correlation function (top panel) and
surface mass density contrast (bottom panel) for the central galaxies ini-
tially selected with the M11 central-halo relations (see the green and dark
red horizontal bands in Fig. 4), then further separated into early- and late-
forming samples (red and blue points, respectively). The points in the middle
panel shows the relative bias squared of the two samples. The square root of
the mean ratio (over 5 - 35h-1Mpc) is 1.00± 0.12. Galaxy-galaxy lensing
indicates the two samples have mass M200c of (9.1+2.4

-1.9) ⇥ 1011 h-1M� and
(8.2+2.2

-1.7)⇥ 1011 h-1M�, respectively. The curves in the bottom panel repre-
sent the best-fit NFW profiles (magenta: early-forming; cyan: late-forming).
In the top panel, the two dashed curves show the predictions for the early- and
late-forming halos from the L0250 simulation. The ratio of the two curves
(early-to-late) is shown as the orange curve in the middle panel, and is found
to be inconsistent with the observations.

ability interval for two parameters11 ), where �2
min is given

by the model with minimum �2 on the grid. To further
split the halo samples into early- and late-forming ones,
we proceed as follows. Given an observed galaxy sample
with a median redshift zmed, we compute the redshift zdiv
corresponding in lookback time 9 Gyr prior to zmed, and
use it as a proxy for the boundary of the first temporal
bin in VESPA. That is, an early-forming (late-forming)
galaxy sample typically has formed 50% of its final stel-
lar mass before (after) zdiv. zdiv for our early- and late-
forming galaxy samples are 1.84 and 2.11, respectively.
For each of the models that could represent an observed
early-forming (late-forming) galaxy sample, we select ha-
los with zform > zdiv (zform < zdiv) from the simulation and
compute the correlation function. Our theoretical expecta-
tion is then the average over the correlation functions from all
these models. The acceptable models show a degeneracy
between Mcen and �log M , and have Mcen ranging from 11.6

11 Our conclusion remains unchanged if the criterion for acceptable
models is changed to �2  �2

min + 4.61 (i.e., 90% probability distribution
for two parameters).

Split	  by	  star	  
formation	  rate	  at	  
fixed	  halo	  mass:	  	  
No	  clustering	  
difference,	  upper	  
limit	  on	  AB.	  



Galaxy	  assembly	  bias	  
�  Conclusions	  from	  direct	  detection	  attempts	  

�  Controlling	  for	  halo	  mass	  distribution	  and	  removing	  satellites	  
from	  “central”	  sample	  are	  critical,	  and	  hard	  

�  After	  addressing	  both	  issues,	  we	  only	  get	  upper	  limits	  on	  AB	  

�  Possible	  causes	  for	  these	  results:	  
�  There	  is	  no	  galaxy	  assembly	  bias,	  only	  halo	  assembly	  bias	  

�  We	  need	  a	  better	  optical	  tracer	  of	  halo	  formation	  time	  to	  
identify	  the	  galaxy	  assembly	  bias	  directly	  

�  Could	  also	  consider	  indirect	  detection	  
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Galactic Conformity and Assembly Bias 3

Figure 1. The conformity signal around both mock galaxy catalogs and SDSS galaxies of mass M⇤ = 1010 M�, in a bin 0.2 dex wide.
We show fQ of secondary galaxies around primary central galaxies as a function of projected separation. In each panel, from top to
bottom, the secondary galaxies are satellite galaxies (triangles), all galaxies (squares), and central galaxies (circles). Assembly bias, if
present, should primarily e↵ect fQ for central secondaries. Blue symbols represent fQ around primaries that are star-forming, while red
symbols represent primaries that are quenched. The left-hand panels show the results when the sample of primary galaxies includes all
central galaxies of 1010 M�, while the right-hand panels show the results when the primary sample is restricted to ‘pure’ central galaxies,
which are centrals with a Psat < 0.01. The mock galaxy catalog has no assembly bias in it, thus the conformity ‘signal’ seen on the
left-hand side is purely an artifact of impurities in the group finder. This bias is gone when restricting the primaries to pure centrals.

simulation using the Rockstar code of Behroozi et al. (2013)
and Consistent Trees (Behroozi et al. 2013) is used to track
halo growth. In §3.3 we will use the the MultiDark Planck
simulation (Klypin et al. 2016) to create mock galaxy sam-
ples at z ⇠ 0.3. We will discuss the pertinent details of that
simulation and its usage in that section.

In Paper I we compared measurements directly to
statistics of halos. Here, we create full mock galaxy cata-
logs that are processed through the group finding algorithm
to incorporate and test any observational biases that arise
in this procedure. To assign central galaxies to each halo,
we do the following: First, we use the results of the observed
group catalog to determine the relationship between host
halo mass and central galaxy stellar mass for M⇤ > 109.7

M�. Halos in the simulation are matched to halos of the

same mass in the group catalog, thus any scatter found in
the group catalog is preserved in the mock. Once the stel-
lar masses of the central galaxies have been assigned, the
mock central galaxies and the group catalog central galax-
ies are divided into bins of 0.1 dex of stellar mass. In each
bin, the mock central galaxies are rank-ordered by the age
of their halos (which we will define below). Once ranked,
values of Dn4000 are assigned to the mock central galaxies
by matching the rank-ordered lists of halo age to group cat-
alog Dn4000: the oldest halo is assigned the highest value
of Dn4000, and on down the list. This method is consistent
with the age-matching model of Hearin & Watson (2013)
and yields a conformity signal similar to those presented in
Hearin et al. (2015). We also have a mock with no assembly
bias, in which Dn4000 values are assigned randomly in each

c� 2016 RAS, MNRAS 000, 1–13

Tinker	  et	  al	  (2017)	  identified	  difficulty	  in	  2-‐
halo	  conformity:	  quenched	  fraction	  of	  central	  
galaxies	  around	  other	  centrals	  can	  acquire	  a	  
false	  signal	  due	  to	  central/satellite	  confusion	  



Joint	  analysis	  
�  Zu	  &	  RM	  (2017)	  demonstrated	  self-‐consistent	  joint	  

modeling	  of	  red+blue+overall	  galaxy	  2-‐point	  correlations:	  
�  Galaxy-‐galaxy	  lensing	  
�  Galaxy	  clustering	  

�  We	  make	  mock	  catalogs	  with	  galaxy	  colors	  at	  fixed	  stellar	  
mass	  determined	  in	  3	  ways:	  	  
�  Randomly	  within	  red	  sequence	  /	  blue	  cloud	  OR	  
�  Based	  on	  halo	  mass	  within	  red	  sequence	  /	  blue	  cloud	  OR	  
�  Concentration	  at	  fixed	  halo	  mass	  (proxy	  for	  formation	  time)	  

�  Compare	  various	  measurements	  in	  the	  data	  vs.	  mocks	  
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Joint	  analysis	  
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Halo	  mass-‐dependence	  of	  colors	  
at	  fixed	  stellar	  mass	  needed	  to	  

explain	  strong	  clustering	  ratios	  for	  
more/less	  red	  samples	  

Without	  assembly	  bias,	  can	  
explain	  the	  mark	  correlation	  

functions:	  dense	  environments	  
have	  more	  massive	  halos	  and	  

hence	  more	  red	  galaxies	  	  



Key	  take-‐aways	  
�  We	  can	  explain	  the	  various	  two-‐point	  statistics	  (lensing,	  

clustering)	  plus	  marked	  correlations,	  quenching	  fractions	  
with	  a	  model	  that	  relates	  quenching	  to	  halo	  mass…	  
without	  assembly	  bias	  

�  This	  model	  still	  exhibits	  some	  non-‐trivially	  interesting	  
environmental	  effects	  in	  the	  marked	  correlations	  
�  Observed	  environmental	  effects	  do	  not	  automatically	  imply	  

assembly	  bias!	  

�  But	  these	  results	  do	  not	  rule	  out	  AB	  as	  a	  secondary	  effect	  
on	  galaxy	  colors	  
�  See	  also	  decorated	  HODs	  (Hearin+15,	  Zentner+16)	  
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The	  future…	  
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Evolution?	  	  Lower	  mass?	  
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0.5<z<0.8	  
results	  from	  
Coupon	  et	  al	  

(2015)	  



Conclusions	  
�  A	  variety	  of	  observations	  have	  been	  very	  informative	  

about	  the	  galaxy-‐halo	  connection	  

�  Ongoing	  and	  future	  surveys	  will	  	  
�  open	  up	  a	  richer	  range	  of	  questions,	  	  
�  enable	  extension	  of	  past	  results	  to	  new	  regimes,	  

�  Enable	  cleaner	  measures	  of	  conformity,	  assembly	  bias	  

�  Challenges	  such	  as	  understanding	  observed	  quantities,	  the	  
importance	  of	  modeling	  assumptions,	  and	  cosmological	  
parameter-‐dependence	  becoming	  important	  

�  Lots	  to	  do	  –	  let’s	  do	  it!	  
R.	  Mandelbaum	   32	  


