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Flavour-changing neutral currents

Flavour changing neutral currents are absent in the SM at tree 
level	



First occur at loop level and are  
generally GIM suppressed	



Small size allows sensitivity to possible  
BSM contributions which may be of similar size	



Well studied in B ®→ K decays and also more recently in studies 
of B ®→ K*	



Somewhat interesting hints for deviations from SM
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Flavour-changing neutral currents

Baryon decay modes Λb ®→ Λ γ , Λb ®→ Λ l+ l- depend on 
polarisation of Λb and Λ  so  
many angular observables possible	



In principle different sensitivities to  
BSM physics [Mannel & Recksiegel 1997]	



Final state undergoes further weak decay  
Λ ®→ p which is self-analysing  
 

At LHC, Λb is produced almost unpolarised [Aaij 1302.5578]	



First observation of baryonic decay at CDF [2012]	



LHCb Run 1 results published recently [LHCb JHEP 06 (2015) 115] 

dN

d⌦
[⇤! p⇡] ⇠ (1 + a~s⇤ · ~pp), a = 0.64(1)



Effective Hamiltonian

At hadronic scales the relevant interactions are described by 
the effective Hamiltonian  
 
 
where the relevant b ®→ s operators are 
 
 
 
 
 
 
 
 
Ci, Ci’ are Wilson coefficients containing short distance physics
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Λb ®→ Λ µ+ µ-

Decay amplitude determined by matrix elements of Heff  

Hadronic part determined by Λb ®→ Λ form factors	



In general, 10 form factors contribute	



In static limit (mb ®→ ¥∞), only two FFs (F1,2) survive  
 
 
where v=4-velocity of Λb and the FFs are independent of the 
choice of Dirac matrix Γ and we will use the  basis  

Calculating FFs requires lattice QCD

M = �h⇤(p0, s0) `+(p+, s+) `�(p�, s�)|He↵ |⇤b(p, s)i

h⇤(p0, s0)| s̄�Q |⇤Q(v, 0, s)i = u(p0, s0) [F1(p0 · v) + v F2(p0 · v)]� U(v, s)

F± = F1 ± F2



Anatomy of the QCD calculation	



Gluon configurations from RBC/UKQCD collaborations [Aoki et 
al. 2011]	



Two lattice spacings with a single large volume	



Light and strange quarks: domain wall fermions with multiple 
quark masses (some partially quenched)	



b quarks: HQET static action [Eichten-Hill] with HYP-smearing 6

Set N

3
s ⇥Nt ⇥N5 am5 am

(sea)
s am

(sea)
u,d a (fm) am

(val)
s am

(val)
u,d m

(vv)
⇡ (MeV) m

(vv)
⌘s (MeV) Nmeas

C14 243 ⇥ 64⇥ 16 1.8 0.04 0.005 0.1119(17) 0.04 0.001 245(4) 761(12) 2705

C24 243 ⇥ 64⇥ 16 1.8 0.04 0.005 0.1119(17) 0.04 0.002 270(4) 761(12) 2683

C54 243 ⇥ 64⇥ 16 1.8 0.04 0.005 0.1119(17) 0.04 0.005 336(5) 761(12) 2780

C53 243 ⇥ 64⇥ 16 1.8 0.04 0.005 0.1119(17) 0.03 0.005 336(5) 665(10) 1192

F23 323 ⇥ 64⇥ 16 1.8 0.03 0.004 0.0849(12) 0.03 0.002 227(3) 747(10) 1918

F43 323 ⇥ 64⇥ 16 1.8 0.03 0.004 0.0849(12) 0.03 0.004 295(4) 747(10) 1919

F63 323 ⇥ 64⇥ 16 1.8 0.03 0.006 0.0848(17) 0.03 0.006 352(7) 749(14) 2785

TABLE I. Parameters of the gauge field ensembles and quark propagators. Here, N5 is the extent of the 5th dimension of the
lattice, and am5 is the domain-wall height [51]. The sea quark masses am

(sea)
q were used in the generation of the ensembles, and

we use the valence-quark masses am

(val)
q when computing domain-wall propagators. The values for the lattice spacings, a, are

taken from Ref. [60]. We denote the valence pion masses by m

(vv)
⇡ , and m

(vv)
⌘s is defined as the mass of the pseudoscalar meson

with valence strange-antistrange quarks, but without any disconnected contributions (we use m

(vv)
⌘s to tune the strange-quark

mass, using the approach of Ref. [61]). Finally, Nmeas is the number of light/strange domain-wall propagator pairs computed
on each ensemble.

a (fm) U(mb, a
�1) u0 Z c

(msa)
� c

(psa)
�

0.112 1.09964 0.875789 0.9383 �0.1660 G� �0.1374 G�

0.085 1.06213 0.885778 0.9526 �0.1482 G� �0.1294 G�

TABLE II. Renormalization parameters for the matching of LHQET to HQET in the MS scheme, from Ref. [56]. Here, G� is
defined by �

0��

0 = G��, so that G� = +1 if � commutes with �

0, and G� = �1 if � anticommutes with �

0.

B. Lattice parameters

The details of the domain-wall/Iwasaki gauge field ensembles generated by the RBC/UKQCD collaboration can
be found in Ref. [51]. In Table I, we summarize the main properties of the subset of ensembles used here, as well as
some parameters of the domain-wall propagators that we computed on them. There are ensembles with two di↵erent
lattice spacings a ⇡ 0.11 fm and a ⇡ 0.085 fm, with lattice dimensions of 243 ⇥ 64 and 323 ⇥ 64, respectively, so that
the spatial box size is L ⇡ 2.7 fm in both cases. We will refer to these two lattice spacings as “coarse” and “fine”.
At the coarse lattice spacing, we use only one ensemble with the lightest available up/down sea-quark masses. At the
fine lattice spacing, we use two di↵erent ensembles.

In order to construct the correlation functions discussed in Sec. III A, we require domain-wall propagators with
Gaussian-smeared sources at (x0,x), and with masses corresponding to the strange quark as well as the (degenerate)
up/down quarks. As shown in Table I, we have seven di↵erent combinations of parameters, which we denote as C14,
C24, C54, C53, F23, F43, F63 (where C, F stand for “coarse”and “fine”, and the two digits indicate the light and
strange valence quark masses). In four of these combinations, the valence-quark masses are chosen to be lighter than
the sea-quark masses (“partially quenched”), while the other three combinations have valence-quark masses equal to
the sea-quark masses (unitary case). On each gauge configuration, we use O(10) source locations (x0,x) to increase
statistics. The resulting total numbers of “measurements”, Nmeas, are listed in Table I. On each configuration, we
average the correlators over the source locations prior to further analysis.

In the static heavy-quark action, we use gauge links with one level of HYP smearing with the parameters
(↵1,↵2,↵3) = (1.0, 1.0, 0.5) as introduced in Ref. [62]. The numerical values of the matching coe�cients needed for
the current (11) are taken from Ref. [56] and are given in Table II for the choice of HYP smearing parameters used
here.

C. Results for R+ and R�

At the coarse lattice spacing, we computed the three-point functions (18), (19) for the source-sink separations
t/a = 4, 5, ..., 15, and at the fine lattice spacing for t/a = 5, 6, ..., 20. We computed these three-point functions
for lattice momenta p

0 with 0  |p0|2  9 · (2⇡)2/L2. We then constructed the quantities (27) and (28) using
statistical bootstrap with 1000 samples. When performing the momentum direction average for the largest momentum
|p0|2 = 9·(2⇡)2/L2, we used only p

0 = (2, 2, 1)·2⇡/L and lattice symmetries applied to that (for |p0|2 < 9·(2⇡)2/L2, all
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FIG. 1. Propagator contractions for the forward three-point functions (left) and backward three-point functions (right). The
thick vertical line at the spatial point y indicates the static heavy-quark propagator. The source for all light and strange-quark
propagators is located at the fixed point (x0,x). We sum over all points y, with the appropriate momentum phases as in
Eqs. (18) and (19).

at the scale µ = a�1 (the inverse lattice spacing). The coe�cient Z is independent of �, but c
(msa)
� and c

(psa)
�

change sign depending on whether � commutes or anticommutes with �0. We are interested in the matrix element (3)
renormalized at µ = m

b

, and following Ref. [56] we therefore perform a renormalization-group (RG) evolution from
µ = a�1 to µ = m

b

, using the two-loop anomalous dimension of the heavy-light current in HQET, which was derived
in Refs. [57, 58]. This leads to the multiplicative factor U(m

b

, a�1) in Eq. (11). The RG running is performed with
N

f

= 3 flavors from µ = a�1 down to µ = m
c

, and then with N
f

= 4 flavors from µ = m
c

up to µ = m
b

. This
two-step running is used because the nonperturbative lattice calculations are done with N

f

= 2+1 dynamical flavors,
and with a�1 > m

c

. However, note that doing a simple N
f

= 4 running from µ = a�1 to µ = m
b

gives a result that
di↵ers only by 0.5%. Numerical values for U(m

b

, a�1), Z, c
(msa)
� , c

(psa)
� , and u0 will be given in Table II in the next

section.
Having defined the interpolating fields and the current, we will now discuss the correlation functions. We compute

“forward” and ”backward” two-point functions for the ⇤ and ⇤
Q

as follows:

C
(2,⇤)
�↵

(p0, t) =
X

y

e�ip

0·(y�x)
⌦
⇤

�

(x0 + t,y) ⇤
↵

(x0,x)
↵
, (14)

C
(2,⇤,bw)
�↵

(p0, t) =
X

y

e�ip

0·(x�y)
⌦
⇤

�

(x0,x) ⇤
↵

(x0 � t,y)
↵
, (15)

C
(2,⇤Q)
�↵

(t) =
⌦
⇤

Q�

(x0 + t,x) ⇤
Q↵

(x0,x)
↵
, (16)

C
(2,⇤Q,bw)
�↵

(t) =
⌦
⇤

Q�

(x0,x) ⇤
Q↵

(x0 � t,x)
↵
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where the superscript “bw” denotes the backward correlator. In Eqs. (16) and (17), the ⇤
Q

interpolating fields at
source and sink are required to be at the same spatial point x because of the static heavy-quark propagator. Finally,
the forward and backward three-point functions for a given gamma matrix � in the current are defined as

C
(3)
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(�, p

0, t, t0) =
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D
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All of the above correlation functions (14)-(19) can be computed using light and strange quark propagators with a
Gaussian-smeared source located at (x0,x). For the three-point functions, the quark propagator contractions are
illustrated schematically in Fig. 1. Because no additional domain-wall propagators are required, we can e�ciently
compute the three-point functions for arbitrary values of t and t0, only limited by statistical precision.

In order to discuss the spectral decomposition of the correlation functions, we introduce the following definitions
for the overlap factors:

h0|⇤
Q↵

(0)|⇤
Q

(s)i = Z⇤Q U
↵

(s), (20)
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↵

, (21)
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FIG. 1. Propagator contractions for the forward three-point functions (left) and backward three-point functions (right). The
thick vertical line at the spatial point y indicates the static heavy-quark propagator. The source for all light and strange-quark
propagators is located at the fixed point (x0,x). We sum over all points y, with the appropriate momentum phases as in
Eqs. (18) and (19).
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interpolating fields at
source and sink are required to be at the same spatial point x because of the static heavy-quark propagator. Finally,
the forward and backward three-point functions for a given gamma matrix � in the current are defined as

C
(3)
�↵

(�, p

0, t, t0) =
X

y

e�ip

0·(x�y)
D
⇤

�

(x0,x) J
(HQET)†
� (x0 � t + t0,y) ⇤

Q↵

(x0 � t,y)
E

, (18)

C
(3,bw)
↵�

(�, p

0, t, t � t0) =
X

y

e�ip

0·(y�x)
D
⇤

Q↵

(x0 + t,y) J
(HQET)
� (x0 + t0,y) ⇤

�

(x0,x)
E

. (19)
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• NB: some technicalities in matching QCD current to HQET 	



• Spectral decomposition (ellipsis ~ excited states):
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where Z
(1)
⇤ and Z

(2)
⇤ depend on p

0. Here we need two di↵erent overlap factors Z
(1)
⇤ and Z

(2)
⇤ for the ⇤, because the

spatial-only smearing of the quarks in the interpolating field (10) breaks hypercubic symmetry [59]. The spectral
decompositions of the two-point and three-point functions then read
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(24)
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i

↵�

+ . . . ,

(25)

where we have only shown the ground-state contributions, and the ellipsis denote excited-state contributions that
decay exponentially faster with the Euclidean time separations. For the three-point functions, we have used Eq. (3)
to express the current matrix element in terms of the form factors F1 and F2.

Using the three-point and two-point functions, we then define the following ratio,

R(�,p0, t, t0) =
4 Tr

⇥
C(3)(�, p

0, t, t0) C(3,bw)(�, p

0, t, t� t0)
⇤

Tr[C(2,⇤,av)(p0, t)] Tr[C(2,⇤Q,av)(t)]
, (26)

where the traces are over spinor indices, and the two-point functions in the denominator are the averages of the
forward- and backward two-point functions (to increase statistics). For the ground-state contributions, the product of
forward and backward three-point functions in the numerator of Eq. (26) eliminates the t0-dependence, and dividing
by the two-point functions evaluated at the same t also cancels the t-dependence and Z-factors. For gamma matrices
� that commute (anticommute) with �0, the ground-state contribution in the ratio R(�,p0, t, t0) will be proportional
to [F+]2 ([F�]2). Thus, we form the combinations

R+(p0, t, t0) =
1
4

⇥
R(1,p0, t, t0) +R(�2�3,p0, t, t0) +R(�3�1,p0, t, t0) +R(�1�2,p0, t, t0)

⇤
, (27)
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1
4

⇥
R(�1,p0, t, t0) +R(�2,p0, t, t0) +R(�3,p0, t, t0) +R(�5,p

0, t, t0)
⇤
, (28)

which are equal to

R+(p0, t, t0) =
E⇤ + m⇤

E⇤
[F+]2 + . . . , (29)

R�(p0, t, t0) =
E⇤ �m⇤

E⇤
[F�]2 + . . . , (30)

where, as before, the ellipsis denote excited-state contributions. Note that multiplying the gamma matrices in Eqs. (27)
and (28) with �0 would not give any new information, because �0Q = Q. Next, we average (27) and (28) over momenta
p

0 with fixed magnitude |p0|, and replace the label p

0 by |p0|2 to denote the direction-averaged quantities,

R±(|p0|2, t, t0). (31)

Finally, we evaluate R±(|p0|2, t, t0) at t0 = t/2 (or average it over (t � a)/2 and (t + a)/2 for odd values of t/a)
where the excited-state contamination is smallest, rescale using E⇤(|p0|2) and m⇤ obtained from fits to the two-point
functions, and take the square root to obtain

R+(|p0|2, t) =
r

E⇤

E⇤ + m⇤
R+(|p0|2, t, t/2), (32)

R�(|p0|2, t) =
r

E⇤

E⇤ �m⇤
R�(|p0|2, t, t/2). (33)

For t!1, the quantities R±(|p0|2, t) become equal to the form factors F±(E⇤) where E⇤ = E⇤(|p0|2) .



Correlator ratios

Form ratios of correlators to cancel energy and time 
dependence for ground-state contribution  
 

Combine for different Dirac structures  
 
 

Determine form factors (up to exponential contamination)
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where we have only shown the ground-state contributions, and the ellipsis denote excited-state contributions that
decay exponentially faster with the Euclidean time separations. For the three-point functions, we have used Eq. (3)
to express the current matrix element in terms of the form factors F1 and F2.

Using the three-point and two-point functions, we then define the following ratio,

R(�,p0, t, t0) =
4 Tr

⇥
C(3)(�, p

0, t, t0) C(3,bw)(�, p

0, t, t� t0)
⇤

Tr[C(2,⇤,av)(p0, t)] Tr[C(2,⇤Q,av)(t)]
, (26)

where the traces are over spinor indices, and the two-point functions in the denominator are the averages of the
forward- and backward two-point functions (to increase statistics). For the ground-state contributions, the product of
forward and backward three-point functions in the numerator of Eq. (26) eliminates the t0-dependence, and dividing
by the two-point functions evaluated at the same t also cancels the t-dependence and Z-factors. For gamma matrices
� that commute (anticommute) with �0, the ground-state contribution in the ratio R(�,p0, t, t0) will be proportional
to [F+]2 ([F�]2). Thus, we form the combinations

R+(p0, t, t0) =
1
4

⇥
R(1,p0, t, t0) +R(�2�3,p0, t, t0) +R(�3�1,p0, t, t0) +R(�1�2,p0, t, t0)

⇤
, (27)

R�(p0, t, t0) =
1
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which are equal to
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[F+]2 + . . . , (29)

R�(p0, t, t0) =
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E⇤
[F�]2 + . . . , (30)

where, as before, the ellipsis denote excited-state contributions. Note that multiplying the gamma matrices in Eqs. (27)
and (28) with �0 would not give any new information, because �0Q = Q. Next, we average (27) and (28) over momenta
p

0 with fixed magnitude |p0|, and replace the label p

0 by |p0|2 to denote the direction-averaged quantities,

R±(|p0|2, t, t0). (31)

Finally, we evaluate R±(|p0|2, t, t0) at t0 = t/2 (or average it over (t � a)/2 and (t + a)/2 for odd values of t/a)
where the excited-state contamination is smallest, rescale using E⇤(|p0|2) and m⇤ obtained from fits to the two-point
functions, and take the square root to obtain
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r
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R�(|p0|2, t) =
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R�(|p0|2, t, t/2). (33)

For t!1, the quantities R±(|p0|2, t) become equal to the form factors F±(E⇤) where E⇤ = E⇤(|p0|2) .
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where we have only shown the ground-state contributions, and the ellipsis denote excited-state contributions that
decay exponentially faster with the Euclidean time separations. For the three-point functions, we have used Eq. (3)
to express the current matrix element in terms of the form factors F1 and F2.

Using the three-point and two-point functions, we then define the following ratio,

R(�,p0, t, t0) =
4 Tr

⇥
C(3)(�, p

0, t, t0) C(3,bw)(�, p

0, t, t� t0)
⇤

Tr[C(2,⇤,av)(p0, t)] Tr[C(2,⇤Q,av)(t)]
, (26)

where the traces are over spinor indices, and the two-point functions in the denominator are the averages of the
forward- and backward two-point functions (to increase statistics). For the ground-state contributions, the product of
forward and backward three-point functions in the numerator of Eq. (26) eliminates the t0-dependence, and dividing
by the two-point functions evaluated at the same t also cancels the t-dependence and Z-factors. For gamma matrices
� that commute (anticommute) with �0, the ground-state contribution in the ratio R(�,p0, t, t0) will be proportional
to [F+]2 ([F�]2). Thus, we form the combinations

R+(p0, t, t0) =
1
4

⇥
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which are equal to
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where, as before, the ellipsis denote excited-state contributions. Note that multiplying the gamma matrices in Eqs. (27)
and (28) with �0 would not give any new information, because �0Q = Q. Next, we average (27) and (28) over momenta
p

0 with fixed magnitude |p0|, and replace the label p

0 by |p0|2 to denote the direction-averaged quantities,

R±(|p0|2, t, t0). (31)

Finally, we evaluate R±(|p0|2, t, t0) at t0 = t/2 (or average it over (t � a)/2 and (t + a)/2 for odd values of t/a)
where the excited-state contamination is smallest, rescale using E⇤(|p0|2) and m⇤ obtained from fits to the two-point
functions, and take the square root to obtain
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For t!1, the quantities R±(|p0|2, t) become equal to the form factors F±(E⇤) where E⇤ = E⇤(|p0|2) .
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where we have only shown the ground-state contributions, and the ellipsis denote excited-state contributions that
decay exponentially faster with the Euclidean time separations. For the three-point functions, we have used Eq. (3)
to express the current matrix element in terms of the form factors F1 and F2.

Using the three-point and two-point functions, we then define the following ratio,

R(�,p0, t, t0) =
4 Tr

⇥
C(3)(�, p

0, t, t0) C(3,bw)(�, p

0, t, t� t0)
⇤

Tr[C(2,⇤,av)(p0, t)] Tr[C(2,⇤Q,av)(t)]
, (26)

where the traces are over spinor indices, and the two-point functions in the denominator are the averages of the
forward- and backward two-point functions (to increase statistics). For the ground-state contributions, the product of
forward and backward three-point functions in the numerator of Eq. (26) eliminates the t0-dependence, and dividing
by the two-point functions evaluated at the same t also cancels the t-dependence and Z-factors. For gamma matrices
� that commute (anticommute) with �0, the ground-state contribution in the ratio R(�,p0, t, t0) will be proportional
to [F+]2 ([F�]2). Thus, we form the combinations

R+(p0, t, t0) =
1
4
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where, as before, the ellipsis denote excited-state contributions. Note that multiplying the gamma matrices in Eqs. (27)
and (28) with �0 would not give any new information, because �0Q = Q. Next, we average (27) and (28) over momenta
p

0 with fixed magnitude |p0|, and replace the label p

0 by |p0|2 to denote the direction-averaged quantities,

R±(|p0|2, t, t0). (31)

Finally, we evaluate R±(|p0|2, t, t0) at t0 = t/2 (or average it over (t � a)/2 and (t + a)/2 for odd values of t/a)
where the excited-state contamination is smallest, rescale using E⇤(|p0|2) and m⇤ obtained from fits to the two-point
functions, and take the square root to obtain
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For t!1, the quantities R±(|p0|2, t) become equal to the form factors F±(E⇤) where E⇤ = E⇤(|p0|2) .
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where we have only shown the ground-state contributions, and the ellipsis denote excited-state contributions that
decay exponentially faster with the Euclidean time separations. For the three-point functions, we have used Eq. (3)
to express the current matrix element in terms of the form factors F1 and F2.

Using the three-point and two-point functions, we then define the following ratio,

R(�,p0, t, t0) =
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⇤

Tr[C(2,⇤,av)(p0, t)] Tr[C(2,⇤Q,av)(t)]
, (26)

where the traces are over spinor indices, and the two-point functions in the denominator are the averages of the
forward- and backward two-point functions (to increase statistics). For the ground-state contributions, the product of
forward and backward three-point functions in the numerator of Eq. (26) eliminates the t0-dependence, and dividing
by the two-point functions evaluated at the same t also cancels the t-dependence and Z-factors. For gamma matrices
� that commute (anticommute) with �0, the ground-state contribution in the ratio R(�,p0, t, t0) will be proportional
to [F+]2 ([F�]2). Thus, we form the combinations
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1
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where, as before, the ellipsis denote excited-state contributions. Note that multiplying the gamma matrices in Eqs. (27)
and (28) with �0 would not give any new information, because �0Q = Q. Next, we average (27) and (28) over momenta
p

0 with fixed magnitude |p0|, and replace the label p

0 by |p0|2 to denote the direction-averaged quantities,

R±(|p0|2, t, t0). (31)

Finally, we evaluate R±(|p0|2, t, t0) at t0 = t/2 (or average it over (t � a)/2 and (t + a)/2 for odd values of t/a)
where the excited-state contamination is smallest, rescale using E⇤(|p0|2) and m⇤ obtained from fits to the two-point
functions, and take the square root to obtain
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For t!1, the quantities R±(|p0|2, t) become equal to the form factors F±(E⇤) where E⇤ = E⇤(|p0|2) .
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leading e↵ects of excited states,

Ri,n

± (t) = F i,n

± + Ai,n

± exp[��i,n

± t], (35)

where F i,n

± , Ai,n

± , and �i,n

± are the fit parameters, which explicitly depend on the data set i and the momentum n.
Because the energy gaps �i,n

± are positive by definition, we write

�i,n

± /(1 GeV) = exp(li,n± ), (36)

and use li,n± instead of �i,n

± as the fit parameters. The fits using Eq. (36) are performed separately for each momentum
n, but simultaneously for the di↵erent data sets i. Note that the size of the momentum unit, (2⇡)/L (in GeV), is the
same at the coarse and fine lattice spacings within uncertainties, because the box sizes (in physical units) are equal
within uncertainties. Performing the fits simultaneously for the di↵erent data sets at the same momentum allows us
to use the prior knowledge that the hadron spectrum does not change dramatically when the lattice spacing or quark
masses are varied by small amounts. To this end, we augment the �2 function used to perform the fits to Eq. (35) as
follows:

�2 ! �2+
(lC14,n± � lC24,n± )2

[�C14,C24
m

]2
+

(lC24,n± � lC54,n± )2
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m

]2
+
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m

]2

+
(lF23,n± � lF43,n± )2

[�F23,F43
m

]2
+

(lF43,n± � lF63,n± )2

[�F43,F63
m

]2
+

(lC54,n± � lF63,n± )2

[�C54,F63
m

]2 + �2
a

, (37)

where

[�i,j

m

]2 = w2
m

[(mi

⇡

)2 � (mj

⇡

)2]2 + w2
m

[(mi

⌘s
)2 � (mj

⌘s
)2]2, (38)

with w
m

= 4 GeV�2, and �
a

= 0.1. With these parameters, Eq. (37) implements the constraint that the energy gaps,
at given ⇤-momentum n, should not change by more than 10% when going from the fine to the coarse lattice spacing,
and not more than 400% times the change in m2

⇡

or m2
⌘s

(in GeV2). Note that absolute variations of li,n± translate to
relative variations of �i,n

± , because d[exp(li,n± )]/ exp(li,n± ) = dli,n± .
Example fits of Ri,n

± (t) using Eq. (35) are shown in Fig. 8. The fits are fully correlated, using covariance matrices
computed from the bootstrap ensembles for Ri,n

± (t). Note that the excited-state contribution in R+, which is negligible
at p

0 = 0 (cf. Fig. 7), gradually increases with the momentum. In contrast, R� shows the strongest excited-state
overlap at the smallest momentum, and this overlap decreases as the momentum increases. The excited-state overlap
is slightly stronger at the fine lattice spacing when compared to the coarse lattice spacing. This is expected because
the quark smearing width in the baryon operators was di↵erent for the two lattice spacings (we used the same width
in lattice units). We only computed the correlators for t/a � 4 at the coarse lattice spacing and t/a � 5 at the fine
lattice spacing. At the fine lattice spacing, it was necessary to exclude the points with t/a < 8 from the fits to R�.
Once these points were excluded, all fits had �2/dof ⇡ 1.0. Given the limited time range and the limited statistical
precision of the available data, it was not possible (and not necessary) to perform fits with more than one exponential.
As a check, we have also performed fits without the constraints (37), which give consistent results but are less stable.

The fitted values of the energy gap parameters, �i,n

± = exp(li,n± )·(1GeV), are shown as a function of the ⇤-momentum
for one ensemble in Fig. 9 (left panel). Within uncertainties, we find that

�i,n

+ = �i,n

� , (39)

for all data sets i and momenta n. The energy spectrum is a property of the QCD Hamiltonian and is independent of
the correlation function considered, so the result (39) is not surprising. However, one possible situation in which �i,n

+

and �i,n

� would be di↵erent is when an excited state has negligible overlap in R+ but significant overlap in R� (or vice
versa). Furthermore, by using only a single exponential, we may be e↵ectively averaging over multiple excited states
which we cannot resolve individually, but which may appear with di↵erent sets of weights in R+ and R�. Having said
that, the values of �i,n

+ and �i,n

� from our fits are in complete agreement and it is evident that the separate parameters
�i,n

+ and �i,n

� may be replaced by a single parameter �i,n. Thus, we performed new, coupled fits of R+ and R� of the
form

Ri,n

± (t) = F i,n

± + Ai,n

± exp[��i,n t], (40)
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F. Chiral and continuum extrapolation of the form factors

The last step in our analysis of the lattice data is to fit the dependence of F i,n

± on the quark masses, the lattice
spacing, and on E⇤. The form of the dependence is unknown; low-energy e↵ective field theory combining heavy-baryon
chiral perturbation theory for the ⇤ sector and heavy-hadron chiral perturbation theory for the ⇤

Q

sector may be
useful over some range of E⇤, but not in the region with |p0| >⇠ ⇤

�

, where ⇤
�

⇠ 1 GeV is the chiral symmetry-breaking
scale. We therefore use a simple ansatz that fits our data well at the level of statistical precision that we have. In the
following it is advantageous to express the form factors as functions of the energy di↵erence E⇤ �m⇤ instead of E⇤,
as this depends less on the quark masses. We find that this dependence can be described well using a dipole function
of the form F± = N±/(X± + E⇤ �m⇤)2. We generalize this ansatz to allow for dependence on the light and strange
quark masses, as well as the lattice spacing, in the following way:

F i,n

± =
N±

(Xi

± + Ei,n

⇤ �mi

⇤)2
· [1 + d±(aiEi,n

⇤ )2], (41)

where the functions Xi

± are defined as

Xi

± = X± + c
l,± ·

⇥
(mi

⇡

)2 � (mphys
⇡

)2
⇤
+ c

s,± ·
⇥
(mi

⌘s
)2 � (mphys

⌘s
)2

⇤
. (42)

As before, we use the notation where i = C14, C24, ..., F63 labels the data set (see Table I), and n labels the momentum
of the ⇤. The free fit parameters in Eq. (41) are N±, X±, d±, c

l,±, and c
s,±. The dependence of the form factors on

the light and strange quark masses is described by allowing Xi

± to depend linearly on (mi

⇡

)2 and (mi

⌘s
)2, where mi

⇡

and mi

⌘s
are the valence ⇡ and ⌘

s

masses for each data set i, as given in Table I. We wrote Eq. (42) in terms of the
di↵erences between the lattice and physical masses for convenience, with mphys

⇡

= 138 MeV and mphys
⌘s

= 686 MeV
[61]. The leading dependence of the form factors on the lattice spacing is expected to be quadratic in a, owing to the
chiral symmetry of the domain-wall action and the use of the order-a-improved current (11). Discretization errors are
expected to grow as the momentum of the ⇤ increases. We therefore incorporate the a-dependence using the factor
[1 + d±(aiEi,n

⇤ )2] in Eq. (41).
In our fits, we take into account the correlations between the results for F i,n

± at di↵erent momenta n and di↵erent
data sets i (in the case where the data sets correspond to the same underlying ensemble of gauge fields). The fits
are performed independently for F i,n

+ and F i,n

� . To account for the uncertainties and correlations of the ⇤ baryon
energies Ei,n

⇤ (including the masses mi

⇤ = Ei,0
⇤ ) in Eq. (41), we promote Ei,n

⇤ to additional parameters of the fit, and

add the term
P

i,n,i

0
,n

0 [Cov(E⇤)�1]
i,n,i

0
,n

0(Ei,n

⇤ �E
i,n

⇤ )(Ei

0
,n

0

⇤ �E
i

0
,n

0

⇤ ) to the �2 function, where E
i,n

⇤ are the previous
results from the fits to the two-point functions, and the energy correlation matrix Cov(E⇤) was computed from the
bootstrap ensemble of the two-point fit results. Using a similar term, we investigated the inclusion of the further
correlations between the ⇤ energies and the form factor values F i,n

± , but with the current level of statistics, such fits
did not converge to a stable minimum of �2.

The fits using Eq. (41) are visualized as a function of E⇤ � m⇤ in Fig. 12. There, we show the results for
F i,n

± from Tables IV and V, along with the fitted functions (41) evaluated at the corresponding lattice spacings ai

and pseudoscalar masses, mi

⇡

and mi

⌘s
. The data are described well by the fitted functions (the F63 set fluctuates

downward, but the overall values of �2/dof are smaller than 1). The bottom-right plot in Fig. 12 shows the fit functions
evaluated in the continuum limit (a = 0) and for the physical values of the pseudoscalar masses. By construction, in
this physical limit, Eq. (41) reduces to

F± =
N±

(X± + E⇤ �m⇤)2
, (43)

which only depends on the parameters N± and X±. Our results for N± and X± are given in Table VIII. The results
for the parameters describing the dependence on the quark masses and the lattice-spacing are c

l,+ = 0.094(32) GeV�1,
c
s,+ = �0.019(27) GeV�1, d+ = 0.027(27), c

l,� = 0.04(20) GeV�1, c
s,� = �0.14(11) GeV�1, and d� = �0.036(67),

which are all very small and mostly consistent with zero.
Functions for the form factors F1 and F2 could be obtained from (43) by taking the linear combinations F1 =

(F+ +F�)/2 and F2 = (F+�F�)/2. However, because we use independent pole parameters X+ and X�, these linear
combinations are no longer of the simple dipole form. Alternatively, we can also perform new fits to the lattice data
F i,n

1 = (F i,n

+ + F i,n

� )/2 and F i,n

2 = (F i,n

+ � F i,n

� )/2 using functions of the same form as in Eq. (41), but with new
parameters labeled by the subscripts 1, 2 instead of +,�:

F i,n

1,2 =
N1,2

(Xi

1,2 + Ei,n

⇤ �mi

⇤)2
· [1 + d1,2(aiEi,n

⇤ )2]. (44)
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Parameter Result

N+ 3.188± 0.268 GeV2

X+ 1.852± 0.074 GeV

N� 4.124± 0.750 GeV2

X� 1.634± 0.144 GeV

TABLE VIII. Fit results for N± and X± using Eq. (41). The covariances are Cov(N+, X+) = 0.0198 GeV3, Cov(N�, X�) =
0.106 GeV3. The results are renormalized in the MS scheme at µ = mb.

Parameter Result

N1 3.975± 0.576 GeV2

X1 1.776± 0.123 GeV

N2 �0.385± 0.132 GeV2

X2 1.156± 0.200 GeV

TABLE IX. Fit results for N1,2 and X1,2 as discussed in the main text. The covariances are Cov(N1, X1) = 0.0692 GeV3,
Cov(N2, X2) = �0.0256 GeV3. The results are renormalized in the MS scheme at µ = mb.

These fits are visualized in Fig. 13, and the resulting parameters N1,2, X1,2 are given in Table IX. In this case,
the results for the other fit parameters were c

l,1 = 0.09(17) GeV�1, c
s,1 = �0.067(94) GeV�1, d1 = �0.049(53),

c
l,2 = �0.06(38) GeV�1, c

s,2 = �0.35(22) GeV�1, and d2 = 0.00(15).

G. Estimates of systematic uncertainties

The remaining systematic uncertainties in our form factor results include missing higher-order renormalization
corrections to the heavy-light current, finite-volume e↵ects, chiral-extrapolation errors, and residual discretization
errors. We discuss each of these below. Furthermore, for large E⇤ � m⇤, where we do not have lattice data, our
assumption of a dipole shape in Eqs. (41) and (44) introduces an unknown model-dependence. This is illustrated in
Fig. 14), where we compare the dipole fits to monopole fits. However, we do not have confidence that this di↵erence
is a reliable estimate of a fitting form systematic uncertainty (or indeed that such a systematic uncertainty can be
constructed) and so leave this to the judgment of the reader.

To estimate the systematic uncertainty due to missing higher-order renormalization corrections to the heavy-light
current (11), we vary the scale µ in the matching coe�cients Z(µ), c(msa)(µ), c(psa)(µ), and in the renormalization-
group running U(m

b

, µ). We then recompute the ratios (32) and (33) with the modified current. Changing µ from
a�1 to 2a�1 results in a 7% change of both R+ and R� at the coarse lattice spacing and a 6% change of both R+

an R� at the fine lattice spacing. These relative changes are nearly independent of the source-sink separation, the
momentum, and the quark masses. Thus, we take the renormalization uncertainty in the final form factor results to
be 6%.

Finite-volume e↵ects in the lattice data are unknown (as in the chiral extrapolation, no low-energy e↵ective theory
exists to guide us over the full range of E⇤), but are expected to be of order exp(�m

⇡

L). The lowest pion mass
used in our calculation is m

⇡

⇡ 227 MeV, corresponding to m
⇡

L ⇡ 3.1 and exp(�m
⇡

L) ⇡ 0.04. The average value
of exp(�m

⇡

L) for the di↵erent data sets (see Table I) is about 0.02. Given these values, we estimate the systematic
uncertainty in our final results due to finite-volume e↵ects to be 3%.

The chiral extrapolations of the form factors were performed quadratically in the valence pseudoscalar masses,
i.e. linearly in the valence-quark masses, ignoring that some of the data were partially quenched and ignoring possible
nonanalytic dependence on the quark masses. To study the e↵ect of the quark-mass extrapolations, we perform new
fits with with either c

l,± or c
s,±, or both, set to zero, and consider the changes in the extracted form factors F+ and

F� (analogously also for F1 and F2). This corresponds to replacing the linear fits of the quark-mass dependence by
constant fits. The resulting relative changes in F+, F�, F1, and F2 when setting c

l

= 0 are below 1% throughout the
kinematic range where we have lattice data; the biggest relative change (5%) is seen in F2 at zero recoil when setting
c
s

= 0. However, all of the changes are consistent with zero within statistical uncertainties.

Fit has χ2/dof <1 and fitted lattice spacing and quark mass 
parameters consistent with zero
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Differential branching fraction

Taking SM Wilson coefficients from the literature we can 
compute the SM decay rate
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with
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This gives
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Note that here we use spinors with the standard relativistic normalization for all particles, including the ⇤
b

. In terms
of the HQET spinors (7), we have u(p, s) = p

m⇤b U(v, s), with p = m⇤bv. For a given value of q2, the form factors
F1 and F2 in Eq. (51) are evaluated at

E⇤ = p0 · v =
m2

⇤b
+ m2

⇤ � q2

2m⇤b

, (52)

where the masses take their physical values. The fully di↵erential decay rate with polarized particles is given by

d� =
1

2m⇤b

d3p0

(2⇡)32E⇤

d3p�
(2⇡)32E

`

�

d3p+

(2⇡)32E
`

+
(2⇡)4�4(p� p0 � p� � p+)|M|2. (53)

For the standard model calculation, we set the right-handed couplings to zero (C 0
7,e↵ = C 0

9,e↵ = C 0
10,e↵ = 0) and use

the following Wilson coe�cients (at µ = 4.8 GeV), which are of next-to-next-to-leading-logarithm accuracy [64]:

C7,e↵ = �0.304,

C9,e↵(q2) = 4.211 + Y (q2),
C10,e↵ = �4.103. (54)

The function Y (q2) is defined as in Ref. [64]. Furthermore, we use |V
ts

| = 0.04002 and |V
tb

| = 0.999142 from Ref. [65].
To calculate d�/dq2, we integrate (53) over the lepton momenta and the direction of the ⇤, sum over the spins of

the ⇤, `+, `�, and average over the ⇤
b

spin (because d�/dq2 is rotationally symmetric, it has to be independent of
the ⇤

b

polarization, and therefore we can treat the ⇤
b

as unpolarized here). The result is given by
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= ū(p0, s0)
⇣
F1 + /vF2

⌘ 
CV

9,e↵(q2)c
�

�
µ

+ CV

9,e↵(q2)c
v

v
µ

� CA

9,e↵(q2)c
�

�
µ

�5 + CA

9,e↵(q2)c
v

v
µ

�5

�CV

7,e↵c
�

2m
b

q2
q⌫i�

µ⌫

� CA

7,e↵c
�

2m
b

q2
q⌫i�

µ⌫

�5

!
u(p, s),

B
µ
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Note that here we use spinors with the standard relativistic normalization for all particles, including the ⇤
b

. In terms
of the HQET spinors (7), we have u(p, s) = p

m⇤b U(v, s), with p = m⇤bv. For a given value of q2, the form factors
F1 and F2 in Eq. (51) are evaluated at

E⇤ = p0 · v =
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, (52)

where the masses take their physical values. The fully di↵erential decay rate with polarized particles is given by
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For the standard model calculation, we set the right-handed couplings to zero (C 0
7,e↵ = C 0

9,e↵ = C 0
10,e↵ = 0) and use

the following Wilson coe�cients (at µ = 4.8 GeV), which are of next-to-next-to-leading-logarithm accuracy [64]:

C7,e↵ = �0.304,

C9,e↵(q2) = 4.211 + Y (q2),
C10,e↵ = �4.103. (54)

The function Y (q2) is defined as in Ref. [64]. Furthermore, we use |V
ts

| = 0.04002 and |V
tb

| = 0.999142 from Ref. [65].
To calculate d�/dq2, we integrate (53) over the lepton momenta and the direction of the ⇤, sum over the spins of

the ⇤, `+, `�, and average over the ⇤
b

spin (because d�/dq2 is rotationally symmetric, it has to be independent of
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FIG. 17. Left panel: Di↵erential branching fraction for ⇤b ! ⇤µ

+
µ

�. The solid curve is our prediction using the form factors
from lattice QCD. Long-distance e↵ects are not included in the calculation. The inner, dark shaded band around the curve
indicates the uncertainty in dB/dq

2 that results from the statistical plus systematic uncertainty in the form factors F±. The
outer, light shaded band additionally includes an estimate of the systematic uncertainty in dB/dq

2 that results from our use of
the static approximation for the b quark. The vertical dashed line indicates the lowest value of q

2 where we have lattice data;
to the left of that line the form factors are extrapolated. To illustrate the model-dependence resulting from the extrapolation
of the form factors to low q

2, the dashed curve shows dB/dq

2 computed with form factors extrapolated using a di↵erent ansatz
(monopole instead of dipole, see Fig. 14; the uncertainty for the dashed curve is not shown for clarity). The experimental
data are from Ref. [67], which is an update of Ref. [10]. The error bars shown for the experimental data include systematic
uncertainties. The vertical shaded bands indicate the charmonium veto regions, where long-distance e↵ects are large. Right
panel: with binning applied to the theory prediction.

where
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To obtain the di↵erential branching fraction dB/dq2 = ⌧⇤bd�/dq2, we use the experimental value of the ⇤
b

lifetime,
⌧⇤b = 1.425 · 10�12 s [66]. The form factors F+ and F� are given by the functions (43) with parameters N± and X±
as in Table VIII, and with additional systematic uncertainties of 8% included (see Fig. 15). The resulting di↵erential
branching fraction for ⇤

b

! ⇤µ+µ� is shown in Fig. 17, along with recent experimental results from CDF [67].
The agreement of the standard model with the experimental data is clear, with no evidence for physics beyond the
standard model. Further predictions for ⇤

b

! ⇤`+`� with ` = e, ⌧ are shown in Fig. 18.
In Figs. 17 and 18, the inner shaded bands around the curves correspond to the statistical plus systematic uncertainty

in the form factors F±. However, note that we have lattice data only in the region q2 >⇠ 13 GeV2, as indicated by
the vertical dashed lines in Figs. 17 and 18. Below that region, we rely on extrapolations of the form factors, which
are model-dependent. This was shown in Fig. 14, where we compared the form factors from dipole and monopole
fits. Our main results for the di↵erential branching fractions are based on the dipole form factors. To illustrate the
model-dependence, the dashed curves in Figs. 17 and 18 give the di↵erential branching fractions calculated with the
monopole form factors (the uncertainties of the dashed curves are not shown for clarity, but are of similar size as
with the dipole form factors). In the large-q2 region, both curves are consistent with each other. At low q2, model-
dependence can be seen, but as already discussed in Sec. III G, a comparison between any two fit models can only
give a qualitative picture of the model-dependence.

The outer shaded bands in Figs. 17 and 18 include an estimate of the systematic uncertainty in dB/dq2 which
arises from the use of the static approximation (i.e., leading-order HQET) for the b quark. In general, the uncertainty
associated with this approximation is of order ⇤QCD/m

b

. However, the non-zero momentum p

0 of the ⇤ baryon in
the ⇤

b

rest frame is an additional relevant scale, which may lead to errors of order |p0|/m
b

. Thus, we add these two
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FIG. 17. Left panel: Di↵erential branching fraction for ⇤b ! ⇤µ

+
µ

�. The solid curve is our prediction using the form factors
from lattice QCD. Long-distance e↵ects are not included in the calculation. The inner, dark shaded band around the curve
indicates the uncertainty in dB/dq

2 that results from the statistical plus systematic uncertainty in the form factors F±. The
outer, light shaded band additionally includes an estimate of the systematic uncertainty in dB/dq

2 that results from our use of
the static approximation for the b quark. The vertical dashed line indicates the lowest value of q

2 where we have lattice data;
to the left of that line the form factors are extrapolated. To illustrate the model-dependence resulting from the extrapolation
of the form factors to low q

2, the dashed curve shows dB/dq

2 computed with form factors extrapolated using a di↵erent ansatz
(monopole instead of dipole, see Fig. 14; the uncertainty for the dashed curve is not shown for clarity). The experimental
data are from Ref. [67], which is an update of Ref. [10]. The error bars shown for the experimental data include systematic
uncertainties. The vertical shaded bands indicate the charmonium veto regions, where long-distance e↵ects are large. Right
panel: with binning applied to the theory prediction.

where
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To obtain the di↵erential branching fraction dB/dq2 = ⌧⇤bd�/dq2, we use the experimental value of the ⇤
b

lifetime,
⌧⇤b = 1.425 · 10�12 s [66]. The form factors F+ and F� are given by the functions (43) with parameters N± and X±
as in Table VIII, and with additional systematic uncertainties of 8% included (see Fig. 15). The resulting di↵erential
branching fraction for ⇤

b

! ⇤µ+µ� is shown in Fig. 17, along with recent experimental results from CDF [67].
The agreement of the standard model with the experimental data is clear, with no evidence for physics beyond the
standard model. Further predictions for ⇤

b

! ⇤`+`� with ` = e, ⌧ are shown in Fig. 18.
In Figs. 17 and 18, the inner shaded bands around the curves correspond to the statistical plus systematic uncertainty

in the form factors F±. However, note that we have lattice data only in the region q2 >⇠ 13 GeV2, as indicated by
the vertical dashed lines in Figs. 17 and 18. Below that region, we rely on extrapolations of the form factors, which
are model-dependent. This was shown in Fig. 14, where we compared the form factors from dipole and monopole
fits. Our main results for the di↵erential branching fractions are based on the dipole form factors. To illustrate the
model-dependence, the dashed curves in Figs. 17 and 18 give the di↵erential branching fractions calculated with the
monopole form factors (the uncertainties of the dashed curves are not shown for clarity, but are of similar size as
with the dipole form factors). In the large-q2 region, both curves are consistent with each other. At low q2, model-
dependence can be seen, but as already discussed in Sec. III G, a comparison between any two fit models can only
give a qualitative picture of the model-dependence.

The outer shaded bands in Figs. 17 and 18 include an estimate of the systematic uncertainty in dB/dq2 which
arises from the use of the static approximation (i.e., leading-order HQET) for the b quark. In general, the uncertainty
associated with this approximation is of order ⇤QCD/m
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Figure 5. Measured Λ0
b → Λµ+µ− branching fraction as a function of q2 with the predictions of

the SM [15] superimposed. The inner error bars on data points represent the total uncertainty on
the relative branching fraction (statistical and systematic); the outer error bar also includes the
uncertainties from the branching fraction of the normalisation mode.

q2 interval [GeV2/c4] dB(Λ0
b→ Λµ+µ−)/dq2 · 10−7[(GeV2/c4)−1]

0.1–2.0 0.36 +0.12
− 0.11

+0.02
− 0.02 ± 0.07

2.0–4.0 0.11 +0.12
− 0.09

+0.01
− 0.01 ± 0.02

4.0–6.0 0.02 +0.09
− 0.00

+0.01
− 0.01 ± 0.01

6.0–8.0 0.25 +0.12
− 0.11

+0.01
− 0.01 ± 0.05

11.0–12.5 0.75 +0.15
− 0.14

+0.03
− 0.05 ± 0.15

15.0–16.0 1.12 +0.19
− 0.18

+0.05
− 0.05 ± 0.23

16.0–18.0 1.22 +0.14
− 0.14

+0.03
− 0.06 ± 0.25

18.0–20.0 1.24 +0.14
− 0.14

+0.06
− 0.05 ± 0.26

1.1–6.0 0.09 +0.06
− 0.05

+0.01
− 0.01 ± 0.02

15.0–20.0 1.20 +0.09
− 0.09

+0.02
− 0.04 ± 0.25

Table 4. Measured differential branching fraction of Λ0
b → Λµ+µ−, where the uncertainties are

statistical, systematic and due to the uncertainty on the normalisation mode, Λ0
b → J/ψΛ, respec-

tively.

the precision of the branching fraction for the normalisation channel, while the uncertainty

on the relative branching fraction is dominated by the size of the data sample available.

The data are consistent with the theoretical predictions in the high-q2 region but lie below

the predictions in the low-q2 region.
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q2 interval [GeV2/c4] AℓFB fL Ah
FB

0.1–2.0 0.37 + 0.37
− 0.48 ± 0.03 0.56 + 0.23

− 0.56 ± 0.08 − 0.12 + 0.31
− 0.28 ± 0.15

11.0–12.5 0.01 + 0.19
− 0.18 ± 0.06 0.40 + 0.37

− 0.36 ± 0.06 − 0.50 + 0.10
− 0.00 ± 0.04

15.0–16.0 − 0.10 + 0.18
− 0.16 ± 0.03 0.49 + 0.30

− 0.30 ± 0.05 − 0.19 + 0.14
− 0.16 ± 0.03

16.0–18.0 − 0.07 + 0.13
− 0.12 ± 0.04 0.68 + 0.15

− 0.21 ± 0.05 − 0.44 + 0.10
− 0.05 ± 0.03

18.0–20.0 0.01 + 0.15
− 0.14 ± 0.04 0.62 + 0.24

− 0.27 ± 0.04 − 0.13 + 0.09
− 0.12 ± 0.03

15.0–20.0 − 0.05 + 0.09
− 0.09 ± 0.03 0.61 + 0.11

− 0.14 ± 0.03 − 0.29 + 0.07
− 0.07 ± 0.03

Table 5. Measured values of leptonic and hadronic angular observables, where the first uncertainties
are statistical and the second systematic.
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Figure 8. Measured values of (left) the leptonic and (right) the hadronic forward-backward asym-
metries in bins of q2. Data points are only shown for q2 intervals where a statistically signifi-
cant signal yield is found, see text for details. The (red) triangle represents the values for the
15 < q2 < 20GeV2/c4 interval. Standard Model predictions are obtained from ref. [17].

uncertainties. These are in the ranges [0.003, 0.045] for AℓFB, [0.017, 0.053] for Ah
FB and

[0.014, 0.049] for fL, depending on q2.

11 Results of the angular analysis

The angular analysis is performed using the same q2 intervals as those used in the branching

fraction measurement. Results are reported for each q2 interval in which the statistical

significance of the signal is at least three standard deviations. This includes all of the q2

intervals above the J/ψ resonance and the lowest q2 bin.

The measured values of the leptonic and hadronic forward-backward asymmetries, AℓFB
and Ah

FB, and the fL observable are summarised in table 5, with the asymmetries shown

in figure 8. The statistical uncertainties are obtained using the likelihood-ratio ordering

method [49] where only one of the two observables at a time is treated as the parameter

of interest. In this analysis nuisance parameters were accounted for using the plug-in

method [50]. In figure 9 the statistical uncertainties on AℓFB and fL are also reported (for
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9 Angular analysis

The forward-backward asymmetries of both the dimuon system, AℓFB, and of the pπ system,

Ah
FB, are defined as

Ai
FB(q

2) =

∫ 1
0

d2Γ
dq2 dcos θi

dcos θi −
∫ 0
−1

d2Γ
dq2 dcos θi

dcos θi

dΓ/dq2
, (9.1)

where d2Γ/dq2 dcos θi is the two-dimensional differential rate and dΓ/dq2 is the rate in-

tegrated over the corresponding angles. The observables are determined by a fit to one-

dimensional angular distributions as a function of cos θℓ, the angle between the positive

(negative) muon direction and the dimuon system direction in the Λ0
b (Λ0

b) rest frame, and

cos θh, which is defined as the angle between the proton and the Λ baryon directions, also in

the Λ0
b rest frame. The differential rate as a function of cos θℓ is described by the function

d2Γ(Λb → Λ ℓ+ℓ−)

dq2 dcos θℓ
=

dΓ

dq2

[
3

8

(
1 + cos2 θℓ

)
(1− fL) +AℓFB cos θℓ +

3

4
fL sin

2 θℓ

]
, (9.2)

where fL is the fraction of longitudinally polarised dimuons. The rate as a function of

cos θh has the form

d2Γ(Λb → Λ(→ pπ−)ℓ+ℓ−)

dq2 dcos θh
= B(Λ → pπ−)

dΓ(Λb → Λ ℓ+ℓ−)

dq2
1

2

(
1 + 2Ah

FB cos θh
)
. (9.3)

These expressions assume that Λ0
b baryons are produced unpolarised, which is in agreement

with the measured production polarisation at LHCb [38].

The forward-backward asymmetries are measured in data using unbinned maximum

likelihood fits. The signal PDF consists of a theoretical shape, given by eqs. (9.2) and (9.3),

multiplied by an acceptance function. Selection requirements on the minimum momentum

of the muons may distort the cos θℓ distribution by removing candidates with extreme values

of cos θℓ. Similarly, the impact parameter requirements affect cos θh as very forward hadrons

tend to have smaller impact parameter values. The angular efficiency is parametrised using

a second-order polynomial and determined separately for downstream and long candidates

by fitting simulated events, with an independent set of parameters obtained for each q2

interval. These parameters are fixed in the fits to data. The acceptances are shown in

figure 6 as a function of cos θh and cos θℓ in the 15 < q2 < 20GeV2/c4 interval for each

candidate category.

The background shape is parametrised by the product of a linear function and the

signal efficiency, with the value of the slope determined by fitting candidates in the upper

mass sideband, m(Λµ+µ−) > 5700 MeV/c2. To limit systematic effects due to uncertainties

in the background parametrisation, an invariant mass range that is dominated by signal

events is used: 5580 < m(Λµ+µ−) < 5660 MeV/c2. The ratio of signal to background

events in this region is obtained by performing a fit to the invariant mass distribution in a

wider mass interval.

The angular fit is performed simultaneously for the samples of downstream and long

candidates, using separate acceptance and background functions for the two categories

while keeping the angular observables as shared parameters. Angular distributions are

shown in figure 7 where the two candidate categories are combined.

– 14 –
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|Vub/Vcb|: Λb ®→ p µ- ν and Λb ®→ Λc µ- ν 

[Detmold, Lin, Meinel, & Wingate PRD 88 (2013) 014512]
[Detmold, Lehner,Meinel PRD 92 (2015) 034503]

_ _



Inclusive vs exclusive Vub & Vcb

Long running tension between Vub (and Vcb) extractions from 
inclusive B→Xu (B→Xc) and exclusive decays B→π (B→D)
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inclusive B→Xu (B→Xc) and exclusive decays B→π (B→D)
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Inclusive vs exclusive Vub & Vcb

2 3 4 5

103 ⇥ |Vub|

RBC/UKQCD 2015: J. Flynn et al., PRD 91, 074510 (2015)

FNAL/MILC 2015: J. Bailey et al., arXiv:1503.07839

Inclusive [PDG 2014]

B→πlν [PDG 2014]

Long running tension between Vub (and Vcb) extractions from 
inclusive B→Xu (B→Xc) and exclusive decays B→π (B→D)



Inclusive vs exclusive Vub & Vcb

Possible to reconcile through BSM scenarios that produce RH 
currents at low energy

Note that

h⇡| ū�µb |Bi 6= 0,

h⇡| ū�µ�5b |Bi = 0.

�! New physics with right-handed coupling?
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Λb decays

Bottom baryons provide another 
exclusive decay channel: Λb→plν	



LHCb: branching fraction ratio measured  
 
 
 
 
[1504.01568=Nature Phys. 11 (2015)]	



Extraction of |Vub/Vcb| requires  
hadronic matrix elements 
 
 
 
from LQCD

• At LHCb, pµ⌫̄ final state easier to identify than ⇡µ⌫̄

• Complementary constraints on right-handed coupling

LHCb result [arXiv:1504.01568 (to appear in Nature Physics)]:
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LHCb result [arXiv:1504.01568 (to appear in Nature Physics)]:
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i, hp | ū�µ�5b |⇤
b

i,
h⇤

c

| c̄�µb |⇤
b

i, h⇤
c

| c̄�µ�5b |⇤
b

i

from lattice QCD.

J
H
E
P
0
6
(
2
0
1
5
)
1
1
5

Published for SISSA by Springer

Received: March 25, 2015

Accepted: May 21, 2015

Published: June 17, 2015

Differential branching fraction and angular analysis of

Λ0
b → Λµ+µ− decays

The LHCb collaboration

E-mail: luca.pescatore@cern.ch

Abstract: The differential branching fraction of the rare decay Λ0
b → Λµ+µ− is measured

as a function of q2, the square of the dimuon invariant mass. The analysis is performed

using proton-proton collision data, corresponding to an integrated luminosity of 3.0 fb−1,

collected by the LHCb experiment. Evidence of signal is observed in the q2 region below the

square of the J/ψ mass. Integrating over 15 < q2 < 20GeV2/c4 the differential branching

fraction is measured as

dB(Λ0
b → Λµ+µ−)/dq2 = (1.18 +0.09

− 0.08 ± 0.03± 0.27)× 10−7 (GeV2/c4)−1,

where the uncertainties are statistical, systematic and due to the normalisation mode, Λ0
b →

J/ψΛ , respectively. In the q2 intervals where the signal is observed, angular distributions

are studied and the forward-backward asymmetries in the dimuon (AℓFB) and hadron (Ah
FB)

systems are measured for the first time. In the range 15 < q2 < 20GeV2/c4 they are found

to be

AℓFB = −0.05 ± 0.09 (stat) ± 0.03 (syst) and

Ah
FB = −0.29 ± 0.07 (stat) ± 0.03 (syst).

Keywords: Rare decay, Hadron-Hadron Scattering, Branching fraction, B physics,

Flavour Changing Neutral Currents

ArXiv ePrint: 1503.07138

Open Access, Copyright CERN,

for the benefit of the LHCb Collaboration.

Article funded by SCOAP3.

doi:10.1007/JHEP06(2015)115



LQCD calculation

Extends previous calculation 
that used static quarks 
[WD,Lin,Meinel,Wingate]	



RHQ, z-expansion,….	



12 form factors needed	



Compare partial integrals 	



!

Combine with exclusive Vcb to 
get |Vub|

Gray band = statistical uncertainty.

[WD, C Lehner, S Meinel PRD 92 (2015) 034503]



LQCD calculation

Extends previous calculation 
that used static quarks 
[WD,Lin,Meinel,Wingate]	



RHQ, z-expansion,….	



12 form factors needed	



Compare partial integrals 	



!

Combine with exclusive Vcb to 
get |Vub|

Gray band = statistical uncertainty.

[WD, C Lehner, S Meinel PRD 92 (2015) 034503]

d�/dq2

|V
ub

|2 (ps�1 GeV�2)

0 5 10 15 20

q2 (GeV2)

0.0

0.5

1.0

1.5

2.0

2.5

�b ! p µ� ⌫̄µd�/dq2

|V
ub

|2 (ps�1 GeV�2)



Inclusive vs exclusive Vub

Consistent with mesonic exclusive measurement

Inclusive [PDG 2014]

B→πlν [PDG 2014]

Λb→plν [DLM/LHCb 2015]

2 3 4 5

103 ⇥ |Vub|

UKQCD 2015)

MILC 2015)

RBC/UKQCD 2015: J. Flynn et al., PRD 91, 074510 (2015)

FNAL/MILC 2015: J. Bailey et al., arXiv:1503.07839

|Vub| = 3.27(0.15)
expt

(0.16)
latt

(0.06)Vcb ⇥ 10�3



Inclusive vs exclusive Vub

Consistent with mesonic exclusive measurement

Inclusive [PDG 2014]

B→πlν [PDG 2014]

Λb→plν [DLM/LHCb 2015]

2 3 4 5

103 ⇥ |Vub|

UKQCD 2015)

MILC 2015)

RBC/UKQCD 2015: J. Flynn et al., PRD 91, 074510 (2015)

FNAL/MILC 2015: J. Bailey et al., arXiv:1503.07839

B→πlν [RBC/UKQCD 2015]

B→πlν [FNAL/MILC 2015]

New LQCD calculations for B→π decays too!

|Vub| = 3.27(0.15)
expt

(0.16)
latt

(0.06)Vcb ⇥ 10�3



Inclusive vs exclusive Vub

Different dependence of baryon decay disfavours RH currents 
as a solution to inclusive/exclusive tension
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Synthesis of |Vub| & |Vcb| Calculations

16
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© 2015 Andreas Kronfeld, Fermi National Accelerator Laboratory

|Vub|/|Vcb| (latQCD + LHCb)
|Vub| (latQCD + BaBar + Belle)
|Vcb| (latQCD + BaBar)
|Vcb| (latQCD + HFAG, w = 1)
p = 0.26
∆χ

2 = 1
∆χ

2 = 2
inclusive |Vxb|

• Experimental errors for B → D 
will shrink soon.

• Other errors bars: QCD and 
expt comparable.

• Nonzero recoil B → D* starting.

B→D

B→π

Λb→p

Inclusive

Inclusive vs exclusive Vub & Vcb

Exclusive extractions:	



very different 
experimental and 
theoretical systematics	



Mutual consistency 
(p=0.26)	



Inclusive extractions  
creates significant tension	



Solution from RH currents 
disfavoured by baryonic 
extraction

Summary figure from A Kronfeld



Extensions

Other baryonic semi-leptonic decays	



Strange spectators: Ξb→Σlν,Λlν  , Ωb→Ξlν ?? 
Nice from LQCD perspective as final state is strongly stable	



Shape, angular observables?



Technical slides follow



Lattice actions

RBC/UKQCD 2+1 flavour gauge configs  
Light and strange quarks are DWF using standard parameters 

!

!

!

Heavy quarks: RHQ action a la Fermilab/Columbia/Tsukuba	



!

Tuning of b quark from RBC/UKQCD  
Tuning of c quark [Brown,WD,Meinel,Orginos 2014]  
mQ and ν tuned to give spin averaged  
charmonium mass and dispersion relation;  
cE,B fixed to mean-field tree-level improved values

4

Set � N3

s ⇥ Nt ⇥ N
5

am
5

am
(sea)

s am
(sea)

u,d a (fm) am
(val)

u,d m
(val)

⇡ (MeV) N
meas

C14 2.13 243 ⇥ 64 ⇥ 16 1.8 0.04 0.005 0.1119(17) 0.001 245(4) 2672

C24 2.13 243 ⇥ 64 ⇥ 16 1.8 0.04 0.005 0.1119(17) 0.002 270(4) 2676

C54 2.13 243 ⇥ 64 ⇥ 16 1.8 0.04 0.005 0.1119(17) 0.005 336(5) 2782

F23 2.25 323 ⇥ 64 ⇥ 16 1.8 0.03 0.004 0.0849(12) 0.002 227(3) 1907

F43 2.25 323 ⇥ 64 ⇥ 16 1.8 0.03 0.004 0.0849(12) 0.004 295(4) 1917

F63 2.25 323 ⇥ 64 ⇥ 16 1.8 0.03 0.006 0.0848(17) 0.006 352(7) 2782

TABLE I. Parameters of the lattice gauge field ensembles [36] and light-quark propagators [29, 53]. The three groups of data
sets {C14, C24, C54}, {F23, F43}, and {F63} correspond to three di↵erent ensembles of lattice gauge fields: one with a “coarse”
lattice spacing a ⇡ 0.11 fm, and two with “fine” lattice spacings a ⇡ 0.085 fm (we use the lattice spacing values determined in

Ref. [54]). Within each group, the valence-quark masses am
(val)

u,d used for the propagators di↵er, resulting in di↵erent “valence

pion masses” m
(val)

⇡ ; the number of light-quark propagators used in each data set is denoted as N
meas

.

Parameter coarse fine

am
(b)
Q 8.45 3.99

⇠(b) 3.1 1.93

c
(b)
E,B 5.8 3.57

am
(c)
Q 0.1214 �0.0045

⇠(c) 1.2362 1.1281

c
(c)
E 1.6650 1.5311

c
(c)
B 1.8409 1.6232

TABLE II. Parameters of the bottom and charm quark actions [51, 52].

the parameters ⌫, cE , cB as functions of amQ, heavy-quark discretization errors proportional to powers of amQ can
be removed to all orders. The remaining discretization errors are of order a2|p|2, where |p| is the typical magnitude
of the spatial momentum of the heavy quark inside the hadron. As the continuum limit a ! 0 is approached, the
values ⌫ = 1 and cE = cB = cSW corresponding to the standard clover-improved Wilson action are recovered. For the
bottom quark, we use the parameters that were tuned nonperturbatively by the RBC and UKQCD collaborations [51]
using the condition that the action reproduces the correct spin-averaged Bs meson mass and relativistic dispersion
relation, as well as the correct B⇤

s � Bs hyperfine splitting. For the charm quarks, we use the parameters from
Ref. [52], where amQ and ⌫ were tuned nonperturbatively to obtain the correct spin-averaged charmonium mass and
relativistic dispersion relation, while cE and cB were set to mean-field improved tree-level predictions. Note that after
the parameters were tuned in this way, the calculated charmonium hyperfine splittings were also in agreement with
experiment [52]. The values of all heavy-quark action parameters used here are given in Table II.

We use a mostly nonperturbative method [55, 56] to match the b ! q (q = u, c) vector and axial vector currents
from the lattice scheme to the continuum MS scheme. The renormalized currents in the MS scheme are written in
terms of the lattice quark and gluon fields as
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q
Z
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V Z
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 �rj�0�jb

⌘i
, (18)
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, (19)
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q
Z

(qq)
V Z

(bb)
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h
q̄�ib + 2a

⇣
cRVi

q̄�i�j
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, (20)

Ai =

q
Z

(qq)
V Z

(bb)
V ⇢Ai

h
q̄�i�5b + 2a

⇣
cRAi

q̄�i�5�j
�!rjb + cLAi

q̄
 �rj�i�5�jb + dRAi

q̄�5
�!rib + dLAi

q̄
 �ri�5b

⌘i
, (21)

where Z
(qq)
V and Z

(bb)
V are the matching factors of the flavor-conserving temporal vector currents q̄�0q and b̄�0b, which

are computed nonperturbatively using charge conservation. These nonperturbative factors provide the bulk of the
renormalization, resulting in a much improved convergence of perturbation theory for the residual matching factors
⇢Vµ,Aµ . Above, i denotes the spatial components (i = 1, 2, 3), and the repeated index j is summed from 1 to 3. The

3

The form factors with subscripts 0, +, ? describe the contractions of the above matrix elements with virtual polar-
ization vectors ✏⇤µ that are, respectively, time-like, longitudinal, and transverse to qµ. Consequently, this choice of
form factors leads to particularly simple expressions for observables such as the di↵erential decay rate. Moreover, this
choice simplifies the extraction of the form factors from correlation functions and clarifies the spin-parity quantum
numbers of poles outside the physical kinematic region 0  q2  (m⇤b � mX)2.

An alternate definition of the form factors that can be found in the literature (see, e.g., Ref. [27]) is the following:

hX(p0, s0)|q �µ b|⇤b(p)i = uX(p0, s0)


fV
1 (q2) �µ � fV

2 (q2)

m⇤b

i�µ⌫q⌫ +
fV
3 (q2)

m⇤b

qµ
�

u⇤b(p, s), (6)

hX(p0, s0)|q �µ�5 b|⇤b(p)i = uX(p0, s0)


fA
1 (q2) �µ � fA

2 (q2)

m⇤b

i�µ⌫q⌫ +
fA
3 (q2)

m⇤b

qµ
�

�5 u⇤b(p, s), (7)

where �µ⌫ = i
2 (�µ�⌫ � �⌫�µ) and, as before, q = p � p0. This choice decomposes the matrix elements into form

factors of the first and second class according to Weinberg’s classification [39]. The second-class form factors fV
3 and

fA
2 would vanish in the limit mb = mc (for ⇤b ! ⇤c) or mb = mu (for ⇤b ! p) [40]. In the following, we will refer

to the form factors defined in Eqs. (6), (7) as “Weinberg form factors”. The helicity form factors are related to the
Weinberg form factors as follows:

f+(q2) = fV
1 (q2) +

q2

m⇤b(m⇤b + mX)
fV
2 (q2), (8)

f?(q2) = fV
1 (q2) +

m⇤b + mX

m⇤b

fV
2 (q2), (9)

f0(q
2) = fV

1 (q2) +
q2

m⇤b(m⇤b � mX)
fV
3 (q2), (10)

g+(q2) = fA
1 (q2) � q2

m⇤b(m⇤b � mX)
fA
2 (q2), (11)

g?(q2) = fA
1 (q2) � m⇤b � mX

m⇤b

fA
2 (q2), (12)

g0(q
2) = fA

1 (q2) � q2

m⇤b(m⇤b + mX)
fA
3 (q2). (13)

These relations also demonstrate the following endpoint constraints for the helicity form factors:

f0(0) = f+(0), (14)

g0(0) = g+(0), (15)

g?(q2max) = g+(q2max), (16)

where q2max = (m⇤b � mX)2. At intermediate stages of our analysis of the lattice QCD data, it is beneficial to work
with both definitions of the form factors. However, we perform the chiral/continuum/kinematic extrapolations only
in the helicity basis.

III. LATTICE ACTIONS AND CURRENTS

This calculation is based on lattice gauge field ensembles generated by the RBC and UKQCD collaborations [36]
with the Iwasaki gauge action [41, 42] and 2+1 flavors of dynamical domain-wall fermions [43–45]. We implement the
light (u or d) valence quarks with the same domain-wall action that was used in generating the ensembles. Our analysis
uses six di↵erent combinations of light-quark masses and lattice spacings as shown in Table I. These parameters are
identical to those used in the earlier calculation of ⇤b ! p`⌫̄ form factors in Ref. [29]. However, instead of the static
Eichten-Hill action [46] employed in Ref. [29], we now use anisotropic clover actions for the heavy (c and b) quarks
[47–50]. These actions have the form

SQ = a4
X

x
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2
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4
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�ijFij

3

5Q , (17)

where Q is the lattice charm or bottom quark field, rµ and r(2)
µ are first- and second-order covariant lattice derivatives,

and Fµ⌫ is a lattice expression for the field-strength tensor (all of which are defined as in Ref. [51]). By suitably tuning

4
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u,d a (fm) am
(val)

u,d m
(val)

⇡ (MeV) N
meas

C14 2.13 243 ⇥ 64 ⇥ 16 1.8 0.04 0.005 0.1119(17) 0.001 245(4) 2672

C24 2.13 243 ⇥ 64 ⇥ 16 1.8 0.04 0.005 0.1119(17) 0.002 270(4) 2676

C54 2.13 243 ⇥ 64 ⇥ 16 1.8 0.04 0.005 0.1119(17) 0.005 336(5) 2782

F23 2.25 323 ⇥ 64 ⇥ 16 1.8 0.03 0.004 0.0849(12) 0.002 227(3) 1907

F43 2.25 323 ⇥ 64 ⇥ 16 1.8 0.03 0.004 0.0849(12) 0.004 295(4) 1917

F63 2.25 323 ⇥ 64 ⇥ 16 1.8 0.03 0.006 0.0848(17) 0.006 352(7) 2782

TABLE I. Parameters of the lattice gauge field ensembles [36] and light-quark propagators [29, 53]. The three groups of data
sets {C14, C24, C54}, {F23, F43}, and {F63} correspond to three di↵erent ensembles of lattice gauge fields: one with a “coarse”
lattice spacing a ⇡ 0.11 fm, and two with “fine” lattice spacings a ⇡ 0.085 fm (we use the lattice spacing values determined in

Ref. [54]). Within each group, the valence-quark masses am
(val)

u,d used for the propagators di↵er, resulting in di↵erent “valence

pion masses” m
(val)

⇡ ; the number of light-quark propagators used in each data set is denoted as N
meas
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Parameter coarse fine

am
(b)
Q 8.45 3.99
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TABLE II. Parameters of the bottom and charm quark actions [51, 52].

the parameters ⌫, cE , cB as functions of amQ, heavy-quark discretization errors proportional to powers of amQ can
be removed to all orders. The remaining discretization errors are of order a2|p|2, where |p| is the typical magnitude
of the spatial momentum of the heavy quark inside the hadron. As the continuum limit a ! 0 is approached, the
values ⌫ = 1 and cE = cB = cSW corresponding to the standard clover-improved Wilson action are recovered. For the
bottom quark, we use the parameters that were tuned nonperturbatively by the RBC and UKQCD collaborations [51]
using the condition that the action reproduces the correct spin-averaged Bs meson mass and relativistic dispersion
relation, as well as the correct B⇤

s � Bs hyperfine splitting. For the charm quarks, we use the parameters from
Ref. [52], where amQ and ⌫ were tuned nonperturbatively to obtain the correct spin-averaged charmonium mass and
relativistic dispersion relation, while cE and cB were set to mean-field improved tree-level predictions. Note that after
the parameters were tuned in this way, the calculated charmonium hyperfine splittings were also in agreement with
experiment [52]. The values of all heavy-quark action parameters used here are given in Table II.

We use a mostly nonperturbative method [55, 56] to match the b ! q (q = u, c) vector and axial vector currents
from the lattice scheme to the continuum MS scheme. The renormalized currents in the MS scheme are written in
terms of the lattice quark and gluon fields as
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where Z
(qq)
V and Z

(bb)
V are the matching factors of the flavor-conserving temporal vector currents q̄�0q and b̄�0b, which

are computed nonperturbatively using charge conservation. These nonperturbative factors provide the bulk of the
renormalization, resulting in a much improved convergence of perturbation theory for the residual matching factors
⇢Vµ,Aµ . Above, i denotes the spatial components (i = 1, 2, 3), and the repeated index j is summed from 1 to 3. The
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and quark models [17–28]. Nonperturbative QCD calculations of the ⇤b ! p and ⇤b ! ⇤c form factors can be
performed using lattice gauge theory. The first lattice QCD calculation of ⇤b ! p form factors, published in Ref. [29],
employed static b quarks (i.e., leading-order heavy-quark e↵ective theory) to simplify the analysis. The static limit
reduces the number of independent ⇤b ! p form factors to two [30–32], but introduces systematic uncertainties of
order ⇤QCD/mb and |p0|/mb in the ⇤b ! p µ�⌫̄µ di↵erential decay rate (where p

0 is the momentum of the proton in
the ⇤b rest frame). Here we present a new lattice calculation which improves upon Ref. [29] by replacing the static b
quarks by relativistic b quarks, eliminating this systematic uncertainty. In addition to the six form factors describing
the hadronic part of the decay ⇤b ! p µ�⌫̄µ in fully relativistic QCD, we also compute the six analogous form factors
for ⇤b ! ⇤c µ�⌫̄µ (note that early lattice studies of ⇤b ! ⇤c form factors in the quenched approximation can be
found in Refs. [33, 34]). Preliminary results from the present work were shown in Ref. [35].

In Sec. II we provide the definitions of the form factors employed here. The lattice actions and parameters, as well
as the matching of the b ! u and b ! c currents from the lattice renormalization scheme to the continuum MS scheme
are discussed in Sec. III. This calculation is based on the same lattice gauge-field ensembles as Ref. [29]; the ensembles
include 2+1 flavor of dynamical domain-wall fermions and were generated by the RBC and UKQCD Collaborations
[36]. Section IV explains our method for extracting the form factors from ratios of three-point and two-point correlation
functions and removing excited-state contamination by extrapolating to infinite source-sink separation. Our fits of
the quark-mass, lattice-spacing, and momentum-dependence of the form factors are discussed in Sec. V. The form
factors in the physical limit are presented in terms of z-expansion [37] parameters and their correlation matrices. Two
di↵erent sets of parameters, referred to as the “nominal parameters” and the “higher-order parameters” are given.
The nominal parameters are used to obtain the central values and statistical uncertainties of the form factors (and
of derived quantities), while the higher-order parameters are used to calculate systematic uncertainties. In Sec. VI
we then present predictions for the ⇤b ! p `�⌫̄` and ⇤b ! ⇤c `�⌫̄` di↵erential and integrated decay rates using our
form factors. Combined with experimental data, our results for the ⇤b ! p µ ⌫̄µ and ⇤b ! ⇤c µ ⌫̄µ decay rates in the
high-q2 region will allow determinations of |Vub| and |Vcb| with theory uncertainties of 4.4% and 2.2%, respectively.

II. DEFINITIONS OF THE FORM FACTORS

Allowing for possible right-handed currents beyond the Standard Model, the e↵ective weak Hamiltonian for b !
q `� ⌫̄` transitions (where q = u, c) can be written as
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(in the Standard Model, ✏Rq = 0 and V L
qb = Vqb). To calculate the di↵erential decay rate and other observables, we

therefore need the hadronic matrix elements of the vector and axial vector currents, q̄�µb and q̄�µ�5b. In the following,
we denote the final-state baryon by X (X = p, ⇤c). Lorentz and discrete symmetries imply that the matrix elements
hX|q �µ b|⇤bi and hX|q �µ�5 b|⇤bi can each be decomposed into three form factors. In this work we primarily use a
helicity-based definition of the ⇤b ! X form factors, which was introduced in Ref. [38] and is given by
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In these expressions, q = p � p0 is the four-momentum transfer (whereas q̄ is the ū or c̄ quark field), and s± is defined
as

s± = (m⇤b ± mX)2 � q2. (5)
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The form factors with subscripts 0, +, ? describe the contractions of the above matrix elements with virtual polar-
ization vectors ✏⇤µ that are, respectively, time-like, longitudinal, and transverse to qµ. Consequently, this choice of
form factors leads to particularly simple expressions for observables such as the di↵erential decay rate. Moreover, this
choice simplifies the extraction of the form factors from correlation functions and clarifies the spin-parity quantum
numbers of poles outside the physical kinematic region 0  q2  (m⇤b � mX)2.

An alternate definition of the form factors that can be found in the literature (see, e.g., Ref. [27]) is the following:

hX(p0, s0)|q �µ b|⇤b(p)i = uX(p0, s0)


fV
1 (q2) �µ � fV

2 (q2)

m⇤b

i�µ⌫q⌫ +
fV
3 (q2)

m⇤b

qµ
�

u⇤b(p, s), (6)

hX(p0, s0)|q �µ�5 b|⇤b(p)i = uX(p0, s0)


fA
1 (q2) �µ � fA

2 (q2)

m⇤b

i�µ⌫q⌫ +
fA
3 (q2)

m⇤b

qµ
�

�5 u⇤b(p, s), (7)

where �µ⌫ = i
2 (�µ�⌫ � �⌫�µ) and, as before, q = p � p0. This choice decomposes the matrix elements into form

factors of the first and second class according to Weinberg’s classification [39]. The second-class form factors fV
3 and

fA
2 would vanish in the limit mb = mc (for ⇤b ! ⇤c) or mb = mu (for ⇤b ! p) [40]. In the following, we will refer

to the form factors defined in Eqs. (6), (7) as “Weinberg form factors”. The helicity form factors are related to the
Weinberg form factors as follows:

f+(q2) = fV
1 (q2) +

q2

m⇤b(m⇤b + mX)
fV
2 (q2), (8)

f?(q2) = fV
1 (q2) +

m⇤b + mX

m⇤b

fV
2 (q2), (9)

f0(q
2) = fV

1 (q2) +
q2

m⇤b(m⇤b � mX)
fV
3 (q2), (10)

g+(q2) = fA
1 (q2) � q2

m⇤b(m⇤b � mX)
fA
2 (q2), (11)

g?(q2) = fA
1 (q2) � m⇤b � mX

m⇤b

fA
2 (q2), (12)

g0(q
2) = fA

1 (q2) � q2

m⇤b(m⇤b + mX)
fA
3 (q2). (13)

These relations also demonstrate the following endpoint constraints for the helicity form factors:

f0(0) = f+(0), (14)

g0(0) = g+(0), (15)

g?(q2max) = g+(q2max), (16)

where q2max = (m⇤b � mX)2. At intermediate stages of our analysis of the lattice QCD data, it is beneficial to work
with both definitions of the form factors. However, we perform the chiral/continuum/kinematic extrapolations only
in the helicity basis.

III. LATTICE ACTIONS AND CURRENTS

This calculation is based on lattice gauge field ensembles generated by the RBC and UKQCD collaborations [36]
with the Iwasaki gauge action [41, 42] and 2+1 flavors of dynamical domain-wall fermions [43–45]. We implement the
light (u or d) valence quarks with the same domain-wall action that was used in generating the ensembles. Our analysis
uses six di↵erent combinations of light-quark masses and lattice spacings as shown in Table I. These parameters are
identical to those used in the earlier calculation of ⇤b ! p`⌫̄ form factors in Ref. [29]. However, instead of the static
Eichten-Hill action [46] employed in Ref. [29], we now use anisotropic clover actions for the heavy (c and b) quarks
[47–50]. These actions have the form

SQ = a4
X

x

Q̄

2

4mQ + �0r0 � a

2
r(2)

0 + ⌫
3X

i=1

⇣
�iri � a

2
r(2)

i

⌘
� cE

a

2

3X

i=1

�0iF0i � cB
a

4

3X

i, j=1

�ijFij

3

5Q , (17)

where Q is the lattice charm or bottom quark field, rµ and r(2)
µ are first- and second-order covariant lattice derivatives,

and Fµ⌫ is a lattice expression for the field-strength tensor (all of which are defined as in Ref. [51]). By suitably tuning
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FIG. 2. Illustration of the quark field contractions on a given background gauge field for the forward (left) and backward (right)
three-point functions. The u, d, and c quark propagators are common to the forward and backward three-point functions and
have a Gaussian-smeared source at (x

0

,x). We sum over the spatial points x and y with the appropriate phases to project to
definite momenta. The b-quark propagators are computed using the sequential source method, with sequential sources on the
time slices x

0

± t.

with Vµ and Aµ given by Eqs. (18-21). We set the ⇤b three-momentum p to zero, and compute “forward” and
“backward” three-point functions (where t � t0 � 0),

C
(3,fw)
�↵ (�, p0, t, t0) =

X

y,z

e�ip0·(x�y)
D
X�(x0,x) J†

�(x0 � t + t0,y) ⇤̄b↵(x0 � t, z)
E
, (31)

C
(3,bw)
↵� (�, p0, t, t � t0) =

X

y,z

e�ip0·(y�x)
D
⇤b↵(x0 + t, z) J�(x0 + t0,y) X̄�(x0,x)

E
, (32)

as well as the two-point functions

C
(2,X,fw)
�↵ (p0, t) =

X

y

e�ip0·(y�x)
⌦
X�(x0 + t,y) X↵(x0,x)

↵
, (33)

C
(2,X,bw)
�↵ (p0, t) =

X

y

e�ip0·(x�y)
⌦
X�(x0,x) X↵(x0 � t,y)

↵
, (34)

C
(2,⇤b,fw)
�↵ (t) =

X

y

⌦
⇤b�(x0 + t,y) ⇤b↵(x0,x)

↵
, (35)

C
(2,⇤b,bw)
�↵ (t) =

X

y

⌦
⇤b�(x0,x) ⇤b↵(x0 � t,y)

↵
. (36)

These definitions are similar to those in the static b-quark case [29, 53], but with the relativistic heavy-quark action
used here, the b quark can propagate in all directions, and we included additional sums over the spatial coordinates for
the momentum projections. The quark-field contractions for the three-point functions are illustrated in Fig. 2. Only
the b-quark sequential propagators need to be recomputed for each source-sink separation, t. For the proton final
state, 16 times as many sequential propagators are needed as for the ⇤c final state because of the di↵erent structure
of diquark contractions. The b-quark propagators decay extremely fast with distance, and care has to be taken to
perform su�ciently many conjugate-gradient iterations to get an accurate solution up to the distance needed.

We computed the three-point functions for all final-state momenta p

0 with |p0|2  12 (2⇡/L)2, and for the ranges of
source-sink separations shown in Table V. In a first run we computed the three-point functions for all possible values
of t/a in the wide ranges shown in the left column of Table V, but only for the lattice currents of the form q̄�b and

q̄� �j
�!rjb. In a second run, we then computed the three-point functions for all of the remaining O(a)-improvement

currents shown in Eqs. (18-21), but only for the subsets of separations in the right column of Table V to save computer
time and disk space. For one of the data sets (C14), we performed the calculation of all the currents for the whole
range of source-sink separations. As shown in Fig. 4, the e↵ects of the additional O(a) improvements are small. Our
method for e↵ectively including these corrections for all source-sink separations will be explained further below.

To discuss the spectral decomposition of the correlation functions, we introduce the overlap factors

h0|⇤b↵(0)|⇤b(p, s)i = [(Z(1)
⇤b

+ Z
(2)
⇤b

�0) u(p, s)]↵, (37)

h0|X↵(0)|X(p0, s0)i = [(Z(1)
X + Z

(2)
X �0) u(p0, s0)]↵. (38)

The two separate Z factors for each matrix element are needed because the spatial-only smearing of the quark fields
in the interpolating field breaks hypercubic symmetry [33]. Because we set p = 0, we can write

h0|⇤b↵(0)|⇤p(p, s)i = Z⇤bu(p, s)↵, (39)
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Set Partial O(a)-improvement Full O(a)-improvement

C14 t/a = 4 ... 15 t/a = 4 ... 15

C24 t/a = 4 ... 15 t/a = 5, 8, 11

C54 t/a = 4 ... 15 t/a = 5, 8, 11

F23 t/a = 5 ... 15 t/a = 6, 10, 14

F43 t/a = 5 ... 15 t/a = 6, 10, 14

F63 t/a = 5 ... 17 t/a = 6, 10, 14

TABLE V. Source-sink separations used for the three-point functions for each data set. For the separations in the column “full
O(a)-improvement”, we computed the three-point functions for all of the O(a)-corrections in Eqs. (18-21). For the separations
in the column “partial O(a)-improvement”, we computed only the corrections with coe�cients cRVµ

and cRAµ
. As explained

in the main text and illustrated in Fig. 4, the e↵ects of the missing terms are very small and practically independent of the
source-sink separation, and we achieve full O(a)-improvement for all separations by applying t-independent correction factors
computed using the subsets of separations were all O(a)-corrections are available.

where Z⇤b = Z
(1)
⇤b

+ Z
(2)
⇤b

. Further, we introduce the following short-hand notation for the form factor decomposition
of the matrix elements (cf. Sec. II):

hX(p0, s0)|J�|⇤b(p, s)i = uX(p0, s0) G [�] u⇤b(p, s) . (40)

The spectral decompositions of the correlation functions then read

C(3,fw)(p0, �, t, t0) = Z⇤b

1

2EX

1

2m⇤b

e�EX(t�t0) e�m
⇤b

t0
h
(Z(1)

X + Z
(2)
X �0)(mX + /p

0) G [�] m⇤b(1 + �0)
i

+(excited-state contributions), (41)

C(3,bw)(p0, �, t, t � t0) = Z⇤b

1

2EX

1

2m⇤b

e�m
⇤b

(t�t0) e�EXt0
h
m⇤b(1 + �0) G [�] (mX + /p

0)(Z(1)
X + Z

(2)
X �0)

i

+(excited-state contributions), (42)

C(2,X,fw)(p0, t) = C(2,X,bw)(p0, t) =
1

2EX
e�EXt

h
(Z(1)

X + Z
(2)
X �0)(mX + /p

0)(Z(1)
X + Z

(2)
X �0)

i

+(excited-state contributions), (43)

C(2,⇤b,fw)(t) = C(2,⇤b,bw)(t) =
1

2m⇤b

e�m
⇤b

t
⇥
Z2
⇤b

m⇤b(1 + �0)
⇤

+(excited-state contributions), (44)

where G [�] = �0G [�]†�0, and all correlators are 4 ⇥ 4 matrices in spinor space. In the above expressions, we have
explicitly shown only the ground-state contributions, which correspond to the positive-parity baryons of interest. The
excited-state contributions decay exponentially faster with the time separations t0, t.

To extract individual form factors, we contract the currents in the three-point functions with suitable polarization
vectors and form certain double ratios that eliminate all the time-dependence and overlap factors for the ground-state
contributions. For an arbitrary four-vector n, we define

r[n] = n � (q · n)

q2
q, (45)

where q = p � p0 is the four-momentum transfer. By construction, r[n] is orthogonal to q. For the vector current, we
define the three ratios

RV
+ (p0, t, t0) =

rµ[(1,0)] r⌫ [(1,0)] Tr
h
C(3,fw)(p0, �µ, t, t0) C(3,bw)(p0, �⌫ , t, t � t0)

i

Tr
h
C(2,X,av)(p0, t)

i
Tr

h
C(2,⇤b,av)(t)

i , (46)

RV
? (p0, t, t0) =

rµ[(0, ej ⇥ p

0)] r⌫ [(0, ek ⇥ p

0)] Tr
h
C(3,fw)(p0, �µ, t, t0)�5�j C(3,bw)(p0, �⌫ , t, t � t0)�5�k

i

Tr
h
C(2,X,av)(p0, t)

i
Tr

h
C(2,⇤b,av)(t)

i , (47)

RV
0 (p0, t, t0) =

qµ q⌫ Tr
h
C(3,fw)(p0, �µ, t, t0) C(3,bw)(p0, �⌫ , t, t � t0)

i

Tr
h
C(2,X,av)(p0, t)

i
Tr

h
C(2,⇤b,av)(t)

i , (48)
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Set am
⇤b am

⇤c amN amBc amB

C14 3.305(11) 1.3499(51) 0.6184(76) 3.60327(42) 3.0649(27)

C24 3.299(10) 1.3526(57) 0.6259(57) 3.60312(45) 3.0628(29)

C54 3.3161(71) 1.3706(40) 0.6580(39) 3.60326(44) 3.0638(33)

F23 2.469(16) 1.008(12) 0.4510(86) 2.73156(44) 2.3198(32)

F43 2.492(11) 1.0185(67) 0.4705(42) 2.73169(44) 2.3230(26)

F63 2.5089(70) 1.0314(40) 0.5004(25) 2.73257(33) 2.3221(22)

TABLE VI. Hadron masses in lattice units.

where ej is the three-dimensional unit vector in j-direction, and ⇥ is the three-dimensional vector cross product. We
sum over repeated indices µ, ⌫ from 0 to 3 and over repeated indices j, k from 1 to 3. The quantities C(2,⇤b,av) and
C(2,X,av) in the denominators are the averages of the forward- and backward two-point functions.

These ratios are designed to isolate particular helicity form factors and are equal to

RV
+ (p0, t, t0) =

(EX � mX)2(EX + mX)
h
m⇤b(m⇤b + mX)f+

i2

4 m2
⇤b

EX q4
+ (excited-state contributions), (49)

RV
? (p0, t, t0) =

(EX � mX)2(EX + mX)
h
m⇤bf?

i2

m2
⇤b

EX
+ (excited-state contributions), (50)

RV
0 (p0, t, t0) =

(EX + mX)
h
m⇤b(m⇤b � mX)f0

i2

4EXm2
⇤b

+ (excited-state contributions). (51)

Sample numerical results for RV
+ , RV

? , and RV
0 are shown in Fig. 3. We further define the quantities

Rf
+

(|p0|, t) =
2 q2

(EX � mX)(m⇤b + mX)

r
EX

EX + mX
RV

+ (|p0|, t, t/2), (52)

Rf?(|p0|, t) =
1

EX � mX

r
EX

EX + mX
RV

? (|p0|, t, t/2), (53)

Rf
0

(|p0|, t) =
2

m⇤b � mX

r
EX

EX + mX
RV

0 (|p0|, t, t/2), (54)

where we evaluate the ratios R at t0 = t/2 to minimize excited-state contamination at a given value of the source-sink
separation t (if t/a is odd, we average R over t0 = (t + a)/2 and t0 = (t � a)/2 instead). The notation with the
absolute value indicates that we average over the directions of p0. Equations (52-54) yield

Rf
+

(|p0|, t) = f+ + (excited-state contributions), (55)

Rf?(|p0|, t) = f? + (excited-state contributions), (56)

Rf
0

(|p0|, t) = f0 + (excited-state contributions), (57)

where the excited-state contributions decay exponentially with t. We checked that the helicity form factors (plus the
corresponding excited-state contributions, for the separations we utilize) are all positive by analyzing individual three-
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FIG. 3. Numerical results for the vector-current ratios (46), (47), (48) and their axial-vector counterparts, at |p0|2 = 3(2⇡/L)2,
plotted for three di↵erent source-sink separations t. The data shown here are from the C24 data set.

When evaluating the ratios, we take the baryon masses in lattice units, am⇤b , am⇤c , and amN , from exponential fits
to the zero-momentum two-point functions for each data set; see Table VI. We then compute the energies aE⇤c(p

0),
and aEN (p0) from these masses using the relativistic continuum dispersion relation, and we also compute a2q2 from
these masses and energies. Because the form factors are dimensionless, the values of the lattice spacing are not needed
at this stage. The ratios are evaluated using statistical bootstrap, and we use corresponding bootstrap samples for
the masses to take into account all correlations.

As mentioned earlier, except in the case of the C14 data set, we have “full-O(a) improvement” (“FI”) data only
for three source-sink separations in each data set, but we have data with “partial O(a)-improvement” (“PI”) for all
source-sink separations in the ranges shown in Table V. To account for this, we computed the ratios

R
(FI)
f (|p0|, t)

R
(PI)
f (|p0|, t)

, (61)

where f = f+, f?, f0, g+, g?, g0, for those source-sink separations where both R
(FI)
f and R

(PI)
f are available. Numerical

results for Eq. (61) from the C14 data set (where we have FI data for all values of t) are shown in Fig. 4. In the case
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FIG. 5. Extrapolations of Rf (|p0|, t) to infinite source-sink separation. The data shown here are at momentum |p0|2 =
3(2⇡/L)2, and are from the C24 data set. For each momentum, all vector (or axial vector) form factors from all data sets are
fitted simultaneously as explained in the main text.
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the functions

Rf,i,n(t) = fi,n + Af,i,n e��f,i,n t, �f,i,n = �min + e lf,i,n GeV, (69)

with parameters fi,n, Af,i,n, and lf,i,n, where fi,n are the form factors we aim to extract. By writing the energy-gaps
�f,i,n in the above form, we impose the constraint �f,i,n > �min. We chose �min = 170 MeV, which is smaller than
any expected energy gap (given our prior knowledge of the hadron spectrum at our values of the pion masses). This
constraint has negligible e↵ect in most cases, but prevents numerical instabilities for some form factors at certain
momenta where the data show no discernible excited-state contamination.

At each momentum n, we perform one coupled fit to all the data for the vector-current form factors (f+, f?, f0,
fV
1 , fV

2 , fV
3 ) and another coupled fit to all the data for the axial-vector-current form factors (g+, g?, g0, fA

1 , fA
2 , fA

3 ).
This allows us to implement two additional constraints to stabilize the fits, based on the following knowledge:

• Because the lattice size, L (in physical units), is equal within uncertainties for all data sets (L ⇡ 2.7 fm), the
squared momentum |p0|2 = n (2⇡/L)2 for a given n is also equal within uncertainties for all data sets. This
means that the energy levels, and hence the parameters lf,i,n, are expected to be approximately equal across all
data sets i, up to some dependence on the pion mass and the lattice spacing.

• By construction, the data Rf,i,n(t) for the helicity and Weinberg form factors exactly satisfy the defining relations
(62)-(62) at each value of the source-sink separation. The extracted ground-state form factors fi,n should also
satisfy these relations.

For the coupled fit to all vector form factor data at a given momentum n, we therefore add the following terms,
corresponding to Gaussian priors, to the �2 function:

�2
V,n ! �2

V,n+
X

f


(lf,C14,n � lf,C24,n)2

[�C14,C24
m ]2

+
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m ]2

+
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m ]2

+
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m ]2

+
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[�C54,F63
m ]2 + �2

a

�

+
X

i

 
f+,i,n � fV

1,i,n �
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/�2
f

+
X

i

✓
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1,i,n � m⇤b,i + mX,i
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2,i,n

◆2

/�2
f

+
X

i
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1,i,n �
q2i,n
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!2

/�2
f , (70)

where �a = 0.1 and

[�i,j
m ]2 = w2

m[(mi
⇡)2 � (mj

⇡)2]2, (71)

with wm = 4GeV�2. With these widths, the first two lines in Eq. (70) implement the constraint that the energy gaps
(�f,i,n � �min) at given momentum n should not change by more than 10% when going from the fine to the coarse
lattice spacing and not more than 400% times the change in m2

⇡ (in GeV2); both are reasonable assumptions given
the prior experience with hadron spectroscopy in lattice QCD. Note that absolute variations of lf,i,n translate to
relative variations of (�f,i,n � �min) because d[exp(lf,i,n)]/ exp(lf,i,n) = dlf,i,n. The last three lines in Eq. (70) enforce
the relations (62)-(64) between the ground-state vector form factors in the helicity and Weinberg definitions (we set
�f = 10�4). For the fit to the axial vector form factor data, analogous terms are added to �2

A,n.
We initially included all available values of t in the fits, and then removed data points for each form factor at

the smallest t until the fits had good quality as determined by the correlated �2/dof. To estimate the remaining
systematic uncertainties associated with higher excited states, we then further removed the next-lowest values of t
simultaneously for all Rf,i,n and computed the resulting shifts in fi,n. We then took the larger of the following two
as our estimate of the excited-state systematic uncertainty: i) the shift in fi,n at the given momentum n, and ii)
the average of the shifts fi,n over all momenta n. We added these excited-state uncertainties in quadrature to the
statistical uncertainties in fi,n. All result for fi,n are listed in Appendix A. As can be seen in Tables XIV and XVI,
the results for the second-class form factor fA

2 are very close to or consistent with zero for both ⇤b ! ⇤c and ⇤b ! ⇤c,
despite the rather large mass di↵erences mb � mu and mb � mc. The results for the other second-class form factor
fA
3 are significantly nonzero, but are still noticeably smaller than the results for the first-class form factors.
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V. CHIRAL/CONTINUUM/KINEMATIC EXTRAPOLATION OF THE FORM FACTORS

The last step in the data analysis is to perform fits of form factor results {fi,n} using suitable functions describing
the dependence on the momentum transfer, the dependence on the up and down quark masses (or equivalently the
pion mass), and the dependence on the lattice spacing. We perform global fits of the helicity form factors based on
the simplified z-expansion [37], modified to account for pion-mass and lattice-spacing dependence. The expansion
parameter zf for a form factor f is defined as

zf (q2) =

q
tf+ � q2 �

q
tf+ � t0

q
tf+ � q2 +

q
tf+ � t0

, (72)

where we choose

t0 = (m⇤b � mX)2, (73)

so that the point z = 0 corresponds to q2 = q2max (i.e. p

0 = 0 in the ⇤b rest frame). The values of tf+ are discussed
further below. After factoring out the leading pole contribution, we expand the form factors in a power series in zf .
We find that our lattice data can be described well by keeping only the zeroth and first order in zf . As explained
further below, we also perform higher-order fits to estimate systematic uncertainties. Our nominal (as opposed to
higher-order) fits are of the form

f(q2) =
1

1 � q2/(mf
pole)

2


af
0

✓
1 + cf0

m2
⇡ � m2

⇡,phys

⇤2
�

◆
+ af

1 zf (q2)

�

⇥

1 + bf

|p0|2
(⇡/a)2

+ df
⇤2
QCD

(⇡/a)2

�
, (74)

with fit parameters af
0 , af

1 , cf0 , bf , and df . Here, m⇡ are the valence pion masses of each data set (see Table I), and
m⇡,phys = 134.8MeV is the physical pion mass in the isospin limit [63]. As discussed in Ref. [29], chiral-perturbation-
theory predictions for the pion-mass dependence of the form factors considered here are unavailable and would be
of limited use because of the large momentum scales in these matrix elements, and because of the large number of
low-energy constants. In Eq. (74) we describe the pion-mass dependence through the factor 1 + cf0 (m2

⇡ � m2
⇡,phys)/⇤2

�

multiplying a0. Here, we introduced the scale ⇤� = 4⇡f with f = 132MeV so that c0 becomes dimensionless. Because
our lattice actions and currents are O(a)-improved, we allow for a quadratic dependence on the lattice spacing via
the factor in the second line of Eq. (74), where ⇤QCD = 0.5 GeV. The parameters bf and df describe the momentum-
dependent and momentum-independent parts of the lattice discretization errors. We use the individual lattice QCD
results for the baryon masses from each dataset (see Table VI) to evaluate a2q2 and z, and we take into account the
uncertainties and correlations of these masses. We set the pole masses equal to

amf
pole = amPS + a�f , (75)

where amPS is the pseudoscalar Bu or Bc mass (in lattice units) computed individually for each data set (and also
listed in Table VI), and �f is the mass splitting (in GeV) between the meson with the relevant quantum numbers
and the pseudoscalar Bu (for ⇤b ! p) or Bc (for ⇤b ! ⇤c). We use fixed values of �f for all data sets, based on
experimental data (where available) [1] and averages of our lattice QCD results over the di↵erent data sets. These
values are given in Table VII. The pole factor is then written as

1

1 � (a2q2)/(amPS + a�f )2
, (76)

so that the explicit value of the lattice spacing is needed only for the term a�f . Note that when the input values of
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0 and af
1 returned from the fit change in such a way as to largely cancel the

e↵ect of this variation on the form factors (varying �f by 10% changes the form factors themselves by less than 1%).
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pion mass), and the dependence on the lattice spacing. We perform global fits of the helicity form factors based on
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zf (q2) =

q
tf+ � q2 �

q
tf+ � t0

q
tf+ � q2 +

q
tf+ � t0

, (72)
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so that the point z = 0 corresponds to q2 = q2max (i.e. p

0 = 0 in the ⇤b rest frame). The values of tf+ are discussed
further below. After factoring out the leading pole contribution, we expand the form factors in a power series in zf .
We find that our lattice data can be described well by keeping only the zeroth and first order in zf . As explained
further below, we also perform higher-order fits to estimate systematic uncertainties. Our nominal (as opposed to
higher-order) fits are of the form
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m⇡,phys = 134.8MeV is the physical pion mass in the isospin limit [63]. As discussed in Ref. [29], chiral-perturbation-
theory predictions for the pion-mass dependence of the form factors considered here are unavailable and would be
of limited use because of the large momentum scales in these matrix elements, and because of the large number of
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TABLE VII. Values of tf
+

and mf
pole

. To evaluate the form factors in the physical limit, mB = 5.279 GeV, m⇡ = 134.8 MeV,
and mBc = 6.276 GeV should be used.
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2]. We therefore set tf+ = (mB + m⇡)2 for all ⇤b ! p form

factors. More precisely, to evaluate the dimensionless quantity a2tf+ in the fit, we use

a2tf+ = (amPS + am⇡,phys)
2 (for ⇤b ! p), (77)

where amPS is the pseudoscalar Bu mass (in lattice units) computed individually for each data set, and m⇡,phys =
134.8 MeV. This means that the value of the lattice spacing is needed only for the term am⇡,phys. We checked that
using the individual lattice pion masses of each data set instead of the physical pion mass has a negligible e↵ect on
the extrapolated form factors. In the case of ⇤b ! ⇤c, the onset of the branch cut, mB + mD, is several hundred
MeV above the lowest pole for all form factors, and there may be additional poles below mB + mD. We therefore set
tf+ = (mf

pole)
2 for the ⇤b ! ⇤c form factors; more precisely,

a2tf+ = (amPS + a�f )2 (for ⇤b ! ⇤c), (78)

where amPS is the pseudoscalar Bc mass (in lattice units) computed individually for each data set, as discussed above.
With this choice of tf+, the factors of 1/[1 � q2/(mf

pole)
2] are not strictly necessary, but we find that they improve the

quality of the fit at first order in the z expansion.
We implement the constraint g?(q2max) = g+(q2max) [Eq. (16)] at zg?,g

+ = 0 and a = 0 by using shared parameters
a
g?,g

+

0 and c
g?,g

+

0 for these two form factors. We impose the constraints f0(0) = f+(0) and g0(0) = g+(0) [Eqs. (14)
and (15)] using Gaussian priors with widths equal to max[zf0(0), zf+(0)]2 and max[zg0(0), zg+(0)]2, respectively, to
allow for missing higher-order terms in zf . For ⇤b ! p, we performed one global fit to all helicity form factors, taking
into account the correlations between di↵erent form factors, di↵erent momenta, and di↵erent data sets. For ⇤b ! ⇤c,
such a global fit showed indications of problems associated with a poorly conditioned data covariance matrix, and
we additionally performed fits of the subsets {f+, f0}, {f?}, {g+, g?, g0} to reduce the sizes of the data covariance
matrices. We then took the central values and covariances of the form factor parameters within each subset from
these subset fits, and only used the global fit to estimate the cross-covariances between the parameters in di↵erent
subsets.

The physical limit is given by a ! 0 and m⇡ ! m⇡,phys, and correspondingly Eq. (74) reduces to the simple form
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where q2 should be evaluated using the experimental values of the baryon masses, and mf
pole, tf+ should be set to

the values given in Table VII, with mB = 5.279 GeV, m⇡ = 134.8 MeV, mBc = 6.276 GeV. The central values and
uncertainties of the parameters {af

0 , af
1} from the nominal fit are given in Table VIII, and the correlation matrices

are given in Table IX. The parameter covariances cov(p, q) can be obtained from the correlations corr(p, q) and
uncertainties �p, �q using cov(p, q) = �p �q corr(p, q); the central values and covariance matrices of the fit parameters
are also provided as ancillary files with the arXiv submission of this article. Plots of the lattice data along with the
physical-limit fit curves are shown in Figs. 6, 7, 8, and 9.

To estimate the systematic uncertainties caused by our assumptions on the lattice-spacing, quark-mass, and q2-
dependence, we also perform fits that include additional higher-order terms, employing the form
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a2tf+ = (amPS + am⇡,phys)
2 (for ⇤b ! p), (77)

where amPS is the pseudoscalar Bu mass (in lattice units) computed individually for each data set, and m⇡,phys =
134.8 MeV. This means that the value of the lattice spacing is needed only for the term am⇡,phys. We checked that
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tf+ = (mf

pole)
2 for the ⇤b ! ⇤c form factors; more precisely,

a2tf+ = (amPS + a�f )2 (for ⇤b ! ⇤c), (78)

where amPS is the pseudoscalar Bc mass (in lattice units) computed individually for each data set, as discussed above.
With this choice of tf+, the factors of 1/[1 � q2/(mf

pole)
2] are not strictly necessary, but we find that they improve the

quality of the fit at first order in the z expansion.
We implement the constraint g?(q2max) = g+(q2max) [Eq. (16)] at zg?,g

+ = 0 and a = 0 by using shared parameters
a
g?,g

+

0 and c
g?,g

+

0 for these two form factors. We impose the constraints f0(0) = f+(0) and g0(0) = g+(0) [Eqs. (14)
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where q2 should be evaluated using the experimental values of the baryon masses, and mf
pole, tf+ should be set to

the values given in Table VII, with mB = 5.279 GeV, m⇡ = 134.8 MeV, mBc = 6.276 GeV. The central values and
uncertainties of the parameters {af

0 , af
1} from the nominal fit are given in Table VIII, and the correlation matrices
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The values of the parameters af
0 , af

1 , af
2 , their total uncertainties, and their correlation matrices are given in Tables X

and XI, and are also included as ancillary files with the arXiv submission. The recommended procedure for computing
the central value, statistical uncertainty, and total systematic uncertainty of a general observable depending on the
form factor parameters (for example, a di↵erential decay rate at a particular value of q2, or an integrated decay rate,
or a ratio of decay rates) is the following:

1. Compute the observable and its uncertainty using the nominal form factors given by Eq. (79), with the parameter
values and correlation matrices from Tables VIII and IX. Denote the so-obtained central value and uncertainty
as

O, �O. (82)

2. Compute the same observable and its uncertainty using the higher-order form factors given by Eq. (81), with
the parameter values and correlation matrices from Tables X and XI. Denote the so-obtained central value and
uncertainty as

OHO, �O,HO. (83)

3. The final result for the observable is then given by

O ± �O|{z}
stat.

± max
⇣
|OHO � O|,

q
|�2

O,HO � �2
O|
⌘

| {z }
syst.

. (84)

In other words, the central value and statistical uncertainty are obtained from the nominal fit, and the systematic
uncertainty is given by the larger of the following two quantities: i) the shift in the central value between the nominal
fit and the higher-order fit, and ii) the increase in the uncertainty (computed in quadrature as shown above) from
the nominal fit to the higher-order fit. The statistical and systematic uncertainties in Eq. (84) should be added in
quadrature. By construction, the above procedure gives the combined systematic uncertainty associated with the
continuum extrapolation, chiral extrapolation, z expansion, perturbative matching, scale setting, b-quark parameter
tuning, finite volume, and missing isospin symmetry breaking/QED.

Plots of the form factors including the systematic uncertainties, computed as explained above, are shown in Figs. 10
and 12. The relative systematic uncertainties in the form factors are shown in Figs. 11 and 13. In addition to the
combined systematic uncertainty (thick black curves), these figures also show the individual sources of uncertainty.
The individual systematic uncertainties were estimated using additional fits as follows:

• Continuum extrapolation uncertainty: only the higher-order terms with coe�cients b̃f , d̃f , jf , kf were added
to Eq. (74).

• Chiral extrapolation uncertainty: only the higher-order terms with coe�cients c̃f0 , cf1 were added to Eq. (74).

• z expansion uncertainty: only the higher-order term af
2 [zf (q2)]2 was added to Eq. (74).

• Matching & improvement uncertainty: no higher-order terms were added to Eq. (74), but the the matching- and
O(a)-improvement coe�cients were drawn from Gaussian random distributions with central values and widths
according to Table III when computing the correlator ratios using bootstrap.

• Scale setting (i.e., lattice spacing) uncertainty: no higher-order terms were added to Eq. (74), but the lattice
spacings were promoted to fit parameters constrained with Gaussian priors according to the central values and
uncertainties given in Table I.

• Finite-volume e↵ects, missing isospin breaking/QED, and RHQ parameter tuning uncertainties: no higher-order
terms were added to Eq. (74), but the estimates of these uncertainties (as discussed above) were added to the
data covariance matrix used in the fit.

Figures 11 and 13 show that near q2 = q2max, the finite-volume and chiral-extrapolation uncertainties are the largest,
but as the momentum |p0| increases (corresponding to decreasing q2), the z-expansion and continuum extrapolation
uncertainties grow and become dominant. The continuum extrapolation uncertainty should not be interpreted as the
actual size of lattice discretization errors; the reason for the large continuum extrapolation uncertainty is primarily
that we have only two lattice spacings and our data do not tightly constrain all of the extrapolation coe�cients.

Discretization errors associated with the relativistic heavy quark actions used for the b and c quarks are not
necessarily well approximated by the leading terms in an expansion in a⇤QCD and ap0. These errors can be described
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FIG. 11. Systematic uncertainties in the ⇤b ! p form factors in the high-q2 region. As explained in the main text, the combined
uncertainty is not simply the quadratic sum of the individual uncertainties.
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FIG. 13. Systematic uncertainties in the ⇤b ! ⇤c form factors in the high-q2 region. As explained in the main text, the
combined uncertainty is not simply the quadratic sum of the individual uncertainties.
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FIG. 13. Systematic uncertainties in the ⇤b ! ⇤c form factors in the high-q2 region. As explained in the main text, the
combined uncertainty is not simply the quadratic sum of the individual uncertainties.
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VI. PREDICTIONS FOR THE ⇤b ! p `�⌫̄` AND ⇤b ! ⇤c `�⌫̄` DECAY RATES

In this section, we present predictions for the ⇤b ! p `�⌫̄` and ⇤b ! ⇤c `�⌫̄` di↵erential and integrated decay rates
using our form factor results. Including possible right-handed currents with real-valued ✏Rq , the e↵ective Hamiltonian
in Eq. (2) leads to the following expression for the di↵erential decay rate in terms of the helicity form factors,

d�

dq2
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F |V L
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, (85)

where, as before, X = p, ⇤c denotes the final-state baryon, and

s± = (m⇤b ± mX)2 � q2. (86)

Expressions for the individual helicity amplitudes and the angular distributions can be found in Refs. [27, 28, 70]. By
combining experimental data with our form factor results, novel constraints in the (V L

qb, ✏Rq ) plane can be obtained.

In the following, we consider the Standard Model with V L
qb = Vqb and ✏Rq = 0. Our predictions of the ⇤b ! p `�⌫̄`

and ⇤b ! ⇤c `�⌫̄` di↵erential decay rates for ` = e, µ, ⌧ are shown in Figs. 14 and 15. The central values, statistical
uncertainties, and systematic uncertainties have been calculated using Eq. (84); all baryon and lepton masses were
taken from Ref. [1]. Our results are most precise in the high-q2 region, where the form factor shapes are most tightly
constrained by the lattice QCD data. We obtain the following partially integrated decay rates

⇣pµ⌫̄(15 GeV2) ⌘ 1

|Vub|2
Z q2

max

15 GeV2

d�(⇤b ! p µ�⌫̄µ)

dq2
dq2 = (12.31 ± 0.76 ± 0.77) ps�1, (87)

⇣⇤cµ⌫̄(7 GeV2) ⌘ 1

|Vcb|2
Z q2

max

7 GeV2

d�(⇤b ! ⇤c µ�⌫̄µ)

dq2
dq2 = (8.37 ± 0.16 ± 0.34) ps�1, (88)

and their ratio

⇣pµ⌫̄(15 GeV2)

⇣⇤cµ⌫̄(7 GeV2)
= 1.471 ± 0.095 ± 0.109, (89)

where the first uncertainty is statistical and the second uncertainty is systematic. Together with experimental data,
Eqs. (87), (88), and (89) will allow determinations of |Vub|, |Vcb|, and |Vub/Vcb| with theory uncertainties of 4.4%,
2.2%, and 4.9%, respectively. A breakdown of the uncertainties into the individual sources, obtained by applying
Eq. (84) to the various additional form factor fits discussed at the end of Sec. V, is given in Table XII.

The predicted total decay rates for all possible lepton flavors are

�(⇤b ! p e�⌫̄e)/|Vub|2 = (25.7 ± 2.6 ± 4.6) ps�1 (90)

�(⇤b ! p µ�⌫̄µ)/|Vub|2 = (25.7 ± 2.6 ± 4.6) ps�1, (91)

�(⇤b ! p ⌧�⌫̄µ)/|Vub|2 = (17.7 ± 1.3 ± 1.6) ps�1, (92)

�(⇤b ! ⇤c e�⌫̄e)/|Vcb|2 = (21.5 ± 0.8 ± 1.1) ps�1, (93)

�(⇤b ! ⇤c µ�⌫̄µ)/|Vcb|2 = (21.5 ± 0.8 ± 1.1) ps�1, (94)

�(⇤b ! ⇤c ⌧�⌫̄µ)/|Vcb|2 = (7.15 ± 0.15 ± 0.27) ps�1. (95)

Motivated by the R(D(⇤)) puzzle [14], we also provide predictions for the following ratios:

�(⇤b ! ⇤c ⌧�⌫̄µ)

�(⇤b ! ⇤c e�⌫̄µ)
= 0.3318 ± 0.0074 ± 0.0070, (96)

�(⇤b ! ⇤c ⌧�⌫̄µ)

�(⇤b ! ⇤c µ�⌫̄µ)
= 0.3328 ± 0.0074 ± 0.0070. (97)

QED corrections to the decay rates, which may be relevant at this level of precision, have been neglected here.
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where, as before, X = p, ⇤c denotes the final-state baryon, and
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using our form factor results. Including possible right-handed currents with real-valued ✏Rq , the e↵ective Hamiltonian
in Eq. (2) leads to the following expression for the di↵erential decay rate in terms of the helicity form factors,

d�

dq2
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qb|2
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, (85)

where, as before, X = p, ⇤c denotes the final-state baryon, and

s± = (m⇤b ± mX)2 � q2. (86)

Expressions for the individual helicity amplitudes and the angular distributions can be found in Refs. [27, 28, 70]. By
combining experimental data with our form factor results, novel constraints in the (V L

qb, ✏Rq ) plane can be obtained.

In the following, we consider the Standard Model with V L
qb = Vqb and ✏Rq = 0. Our predictions of the ⇤b ! p `�⌫̄`

and ⇤b ! ⇤c `�⌫̄` di↵erential decay rates for ` = e, µ, ⌧ are shown in Figs. 14 and 15. The central values, statistical
uncertainties, and systematic uncertainties have been calculated using Eq. (84); all baryon and lepton masses were
taken from Ref. [1]. Our results are most precise in the high-q2 region, where the form factor shapes are most tightly
constrained by the lattice QCD data. We obtain the following partially integrated decay rates

⇣pµ⌫̄(15 GeV2) ⌘ 1

|Vub|2
Z q2

max

15 GeV2

d�(⇤b ! p µ�⌫̄µ)

dq2
dq2 = (12.31 ± 0.76 ± 0.77) ps�1, (87)

⇣⇤cµ⌫̄(7 GeV2) ⌘ 1

|Vcb|2
Z q2

max

7 GeV2

d�(⇤b ! ⇤c µ�⌫̄µ)

dq2
dq2 = (8.37 ± 0.16 ± 0.34) ps�1, (88)

and their ratio

⇣pµ⌫̄(15 GeV2)

⇣⇤cµ⌫̄(7 GeV2)
= 1.471 ± 0.095 ± 0.109, (89)

where the first uncertainty is statistical and the second uncertainty is systematic. Together with experimental data,
Eqs. (87), (88), and (89) will allow determinations of |Vub|, |Vcb|, and |Vub/Vcb| with theory uncertainties of 4.4%,
2.2%, and 4.9%, respectively. A breakdown of the uncertainties into the individual sources, obtained by applying
Eq. (84) to the various additional form factor fits discussed at the end of Sec. V, is given in Table XII.

The predicted total decay rates for all possible lepton flavors are

�(⇤b ! p e�⌫̄e)/|Vub|2 = (25.7 ± 2.6 ± 4.6) ps�1 (90)

�(⇤b ! p µ�⌫̄µ)/|Vub|2 = (25.7 ± 2.6 ± 4.6) ps�1, (91)

�(⇤b ! p ⌧�⌫̄µ)/|Vub|2 = (17.7 ± 1.3 ± 1.6) ps�1, (92)

�(⇤b ! ⇤c e�⌫̄e)/|Vcb|2 = (21.5 ± 0.8 ± 1.1) ps�1, (93)

�(⇤b ! ⇤c µ�⌫̄µ)/|Vcb|2 = (21.5 ± 0.8 ± 1.1) ps�1, (94)

�(⇤b ! ⇤c ⌧�⌫̄µ)/|Vcb|2 = (7.15 ± 0.15 ± 0.27) ps�1. (95)

Motivated by the R(D(⇤)) puzzle [14], we also provide predictions for the following ratios:

�(⇤b ! ⇤c ⌧�⌫̄µ)

�(⇤b ! ⇤c e�⌫̄µ)
= 0.3318 ± 0.0074 ± 0.0070, (96)

�(⇤b ! ⇤c ⌧�⌫̄µ)

�(⇤b ! ⇤c µ�⌫̄µ)
= 0.3328 ± 0.0074 ± 0.0070. (97)

QED corrections to the decay rates, which may be relevant at this level of precision, have been neglected here.
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⇣pµ⌫̄(15 GeV2) ⇣
⇤cµ⌫̄(7 GeV2)

⇣pµ⌫̄(15 GeV2)

⇣
⇤cµ⌫̄(7 GeV2)

Statistics 6.2 1.9 6.5

Finite volume 5.0 2.5 4.9

Continuum extrapolation 3.0 1.4 2.8

Chiral extrapolation 2.6 1.8 2.6

RHQ parameters 1.4 1.7 2.3

Matching & improvement 1.7 0.9 2.1

Missing isospin breaking/QED 1.2 1.4 2.0

Scale setting 1.7 0.3 1.8

z expansion 1.2 0.2 1.3

Total 8.8 4.5 9.8

TABLE XII. Approximate breakdown of relative uncertainties (in %) in the partially integrated ⇤b ! pµ�⌫̄µ and ⇤b ! ⇤cµ
�⌫̄µ

decay rates and their ratio, defined in Eqs. (87), (88), and (89). As explained in the main text, the combined uncertainty is
not simply the quadratic sum of the individual uncertainties.

VII. SUMMARY

We have presented a high-precision lattice QCD calculation of the complete set of relativistic form factors describing
the ⇤b ! p and ⇤b ! ⇤c matrix elements of the vector and axial vector b ! u and b ! c currents. The form
factors and their uncertainties in the physical limit are shown in Figs. 10 and 12. Any observable depending on the
form factors can be calculated using Eq. (84), which is based on two di↵erent sets of form factor parameters. The
“nominal” form factors are used to calculate the central value and statistical uncertainty of the observable, and are
given by the functions (79) with parameters and correlation matrices from Tables VIII and IX, together with the
pole masses from Table VII. The “higher order” form factors are additionally needed to calculate the systematic
uncertainty of the observable, and are given by Eq. (81) with the parameters from Tables X and XI. The higher-order
fit was performed in such a way that the systematic uncertainty obtained from Eq. (84) includes the continuum
extrapolation uncertainty, the chiral extrapolation uncertainty, the kinematic (q2) extrapolation uncertainty, the
perturbative matching/improvement uncertainty, the uncertainty due to the finite lattice volume, and the uncertainty
from the missing isospin breaking e↵ects. The individual contributions to the systematic uncertainties in the form
factors are shown in Figs. 11 and 13.

Our predictions of the ⇤b ! p `� ⌫̄` and ⇤b ! ⇤c `� ⌫̄` di↵erential decay rates using the new form factors are
presented in Sec. VI. The results (87), (88), and (89) for the ⇤b ! p µ�⌫̄µ and ⇤b ! ⇤c µ�⌫̄µ di↵erential decay rates
in the high-q2 region can be combined with forthcoming experimental data to determine |Vub|, |Vcb|, and |Vub/Vcb|
with theory uncertainties of 4.4%, 2.2%, and 4.9%, respectively. These uncertainties are competitive with the total
uncertainties in the 2014 PDG values based on exclusive B meson decays [see Eq. (1)]. Compared to Ref. [29], we
have reduced the uncertainty in the ⇤b ! p `�⌫̄` decay rate at high q2 by a factor of 3. This reduction in uncertainty
mainly resulted from the elimination of the static approximation for the b quark. Combined with experimental data,
our form factor results will also provide novel constraints on right-handed couplings beyond the Standard Model
[7–10]. The constraints from the baryonic decays nicely complement existing constraints from mesonic decays due to
the unique dependence of the baryonic decays on ✏R. Using our ⇤b ! ⇤c form factors, very precise predictions can
also be made for the decay ⇤b ! ⇤c ⌧� ⌫̄⌧ , which may provide new insights into the R(D(⇤)) puzzle [28, 70].
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FIG. 14. Predictions for the ⇤b ! p `�⌫̄` di↵erential decay rates for ` = e, µ, ⌧ in the Standard Model. The inner bands show
the statistical uncertainty and the outer bands show the total uncertainty, calculated using Eq. (84).
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FIG. 15. Predictions for the ⇤b ! ⇤c `�⌫̄` di↵erential decay rates for ` = e, µ, ⌧ in the Standard Model. The inner bands show
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