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Outline

1. Electronic structure of everyday matter

2. Proof of principle: Particle in
a box

1. Two examples:
a. Machine-learning of XC for strongly correlated 

solids (1D).
b. Machine-learned KS kinetic energy of molecules 

(3D)
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KS equations (1965)
Kohn-Sham 1965

Define fictitious non-interacting electrons satisfying:

;
≠1

2Ò2 + vS(r)
<

„j(r) = ‘j„j(r),
Nÿ

j=1

|„j(r)|2 = n(r).

where vS(r) is defined to yield n(r).
Define TS as the kinetic energy of the KS electrons, U as their
Hartree energy and

T + Vee = TS + U + EXC

the remainder is the exchange-correlation energy.
Most important result of exact DFT:

vS(r) = v(r) +
⁄

d
3
r

n(rÕ)

|r ≠ rÕ| + vXC[n](r), vXC(r) =
”EXC

”n(r)
Knowing EXC[n] gives closed set of self-consistent equations.
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KS potential of He atom
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Every density has (at most) one KS
potential.a
Red line: vS(r) is the exact KS
potential.

a Accurate exchange-correlation
potentials and total-energy components for
the helium isoelectronic series, C. J.

Umrigar and X. Gonze, Phys. Rev. A 50,

3827 (1994).
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F =

Kieron Burke

DFT in a nutshell, Kieron Burke, Lucas O. Wagner, 
Int. J. Quant. Chem. 113, 96-101 (2013). 

The Hubbard dimer: a density functional case study of a many-body problem D J 
Carrascal, J Ferrer, J C Smith, K Burke, J Physics: Cond Mat 27, 393001 (2015) 



Perdew’s systematic approach to XC

Jacob’s ladder
to DFT heaven

(or hell?)

Increasingly sophisticated
and expensive density
functional
approximations.

EXC =
⁄

d
3
r f (n, Òn, ·, . . .)

JCTC 2009 Vol. 5, Iss. 4.

Kieron (UC Irvine) Basics of DFT CAMD12 62 / 66
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• Idea:  Successively 
refine 
approximations

• Use exact conditions
• Avoid fitting of 

parameters to data 
sets

• Each rung is more 
sophisticated, but 
costs more

Fitting a round peg into a round hole: asymptotically correcting the generalized gradient approximation for correlation Antonio Cancio, Guo P. 
Chen, Brandon T. Krull and Kieron Burke, The Journal of Chemical Physics 149, 084116 (2018)



A few recent applications

• Fertilizer
• Materials genome
• Hydrogen sulfide
• Airbook
• Juno
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DFT: A Theory Full of Holes,  Aurora Pribram-Jones, David A. Gross, Kieron Burke, 
Annual Review of Physical Chemistry (2014).



TS versus EXC

• Most DFT research focusses on XC
• But if we knew TS[n], we could bypass solving 

the KS equations.
• Known as orbital-free DFT.
• Semilocal approximations fail when electrons 

localized on more than one site.

• Called strong/static correlation for XC
• Called self-interaction error for H2

+

• Also happens for TSKieron Burke At the crossroads... 6

362 Chapter 13 | Electronic Structure of Diatomic Molecules

density for an electron in a 1 sa atomic orbital is 11 sa22 . If we add the probability density 
for half an electron in a 1 sa AO and half an electron in a 1 sb AO, we get

 1
2 11 s2

a + 1 s2
b2 (13.64)

However, in quantum mechanics, we do not add the separate atomic probability densities. 
Instead, we add the wave functions, as in (13.57). The H+

2  ground-state probability density 
is then

 f2
1 =

1
2 11 + Sab231 s2

a + 1 s2
b + 2 11 sa1 sb24  (13.65)

The difference between (13.65) and (13.64) is

 f2
1 - 1

2 11 s2
a + 1 s2

b2 =
1

2 11 + Sab232 11 sa1 sb2 - Sab11 s2
a + 1 s2

b24  (13.66)

Putting R = 2 .0 0  and k = 1 .2 4  in Eq. (13.60), we find that Sab = 0 .4 6  at Re. (It might 
be thought that because of the orthogonality of different AOs, the overlap integral Sab 
should be zero. However, the AOs 1 sa and 1 sb are eigenfunctions of different Hamiltonian 
 operators—one for a hydrogen atom at a and one for a hydrogen atom at b. Hence the 
orthogo nality theorem does not apply.)

Consider now the relative magnitudes of the two terms in brackets in (13.66) for 
points on the molecular axis. To the left of nucleus a, the function 1 sb is very small; to the 
right of nucleus b, the function 1 sa is very small. Hence outside the region between the 
nuclei, the product 1 sa1 sb is small, and the second term in brackets in (13.66) is dominant. 
This gives a subtraction of electronic charge density outside the internuclear region, as 
compared with the sum of the densities of the individual atoms. Now consider the region 
between the nuclei. At the midpoint of the internuclear axis (and anywhere on the plane 
perpendicular to the axis and bisecting it), we have 1 sa = 1 sb, and the bracketed terms in 
(13.66) become 2 11 sa22 - 0 .9 2 11 sa22 ! 1 s2

a, which is positive. We thus get a buildup of 
charge probability density between the nuclei in the molecule, as compared with the sum of 
the densities of the individual atoms. This buildup of electronic charge between the nuclei 
allows the electron to feel the attractions of both nuclei at the same time, which lowers 
its potential energy. The greater the overlap in the internuclear region between the atomic 
orbitals forming the bond, the greater the charge buildup in this region.

The preceding discussion seems to attribute the bonding in H+
2  mainly to the lower-

ing in the average electronic potential energy that results from having the shared electron 
interact with two nuclei instead of one. This, however, is an incomplete picture. Calcula-
tions on H+

2  by Feinberg and Ruedenberg show that the decrease in electronic potential 
energy due to the sharing is of the same order of magnitude as the nuclear repulsion energy 
1 >R and hence is insufficient by itself to give binding. Two other effects also contribute 
to the bonding. The increase in atomic orbital exponent 1k = 1 .2 4  at Re versus 1.0 at !2 
causes charge to accumulate near the nuclei (as well as in the internuclear region), and 
this further lowers the electronic potential energy. Moreover, the buildup of charge in the 
internuclear region makes 0c>0z zero at the midpoint of the molecular axis and small in the 

a b z

[ 1sa(0, 0, z) 1 1sb(0, 0, z)]2

2 (1 1 Sab)

FIGURE 13.7 Probability 
density along the internu-
clear axis for the LCAO- 
MO function N11sa + 1sb2.
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 E = -11 3 .5 9 8  eV21Z2 >n 2 2 = - 1 3 .5 9 8  eV (6.108)

a number worth remembering. The minimum energy needed to ionize a ground-state 
hydrogen atom is 13.598 eV.

EXERCISE Find the n = 2  energy of Li2 +  in eV; do the minimum amount of calcula-
tion needed. (Answer: - 3 0 .6 0  eV.)

E X A M P L E

Find 8T9  for the hydrogen-atom ground state.
Equations (3.89) for 8T9  and (6.7) for !2 c give

 8T9 = L  c*Tnc dt = - U2

2 mL  c*!2 c dt

 !2 c =
02 c

0r2 + 2
r

 
0c
0r

- 1
r2 U2 Ln2 c =

02 c

0r2 + 2
r

 
0c
0r

since Ln2 c = l1l + 1 2U2 c and l = 0  for an s state. From (6.104) with Z = 1 , we have 
c = p- 1 >2 a - 3 >2 e - r>a, so 0c>0r = -p- 1 >2 a - 5 >2 e - r>a and 02 c>0r 2 = p- 1 >2 a - 7 >2 e - r>a. 
Using dt = r 2  sin  u dr du df [Eq. (5.78)], we have

 8T9 = - U2

2 m
 

1
pa4 L

2 p

0 L
p

0 L
"

0
a 1

a
e-2 r>a - 2

r
e-2 r>abr2  sin  u dr du df

 = - U2

2 mpa4 L
2 p

0
dfL

p

0
sin  u duL

"

0
ar2

a
e- 2 r>a - 2 re- 2 r>ab  dr =

U2

2 ma2 =
e2

8 pe0 a

where Appendix integral A.8 and a = 4 pe0 U2 >me 2  were used. From (6.94), e 2 > 8 pe0 a 
is minus the ground-state H-atom energy, and (6.108) gives 8T9 = 1 3 .5 9 8  eV. (See 
also Sec. 14.4.)

EXERCISE Find 8T9  for the hydrogen-atom 2 p 0  state using (6.113). 
(Answer: e 2 > 3 2 pe0 a = 11 3 .5 9 8  eV)> 4 = 3 .4 0  eV.2

Let us examine a significant property of the ground-state wave function (6.104). We 
have r = 1x 2 + y 2 + z 2 21 >2 . For points on the x axis, where y = 0  and z = 0 , we have 
r = 1x 2 21 >2 = ! x !, and

 c1 0 0 1x, 0 , 0 2 = p- 1 >2 1Z>a23 >2 e-Z!x!>a (6.109)

Figure 6.7 shows how (6.109) varies along the x axis. Although c1 0 0  is continuous at the 
origin, the slope of the tangent to the curve is positive at the left of the origin but negative 

100(x, 0, 0)

x

FIGURE 6.7 Cusp in the 
hydrogen-atom ground-
state wave function.
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Machine learning in electronic structure

• Explosion of interest in last 5 years
• Machine learning/big data/data science very 

broad terms
• Some examples:
– Searching databases of materials calculations to find 

optimal functionality
– Searching chemical compound space
– Accelerated sampling
– Designing interatomic potentials
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]Editorial: Special Topic on Data-enabled Theoretical Chemistry Matthias Rupp, O. Anatole von Lilienfeld, Kieron Burke, Journal of Chemical 
Physics Guest Editorial: Special Topic on Data-Enabled Theoretical Chemistry 148, 241401 (2018)



Original team for ML DFT (2010)

• Most with Klaus Mueller of TU Berlin, 
computer science.

• ML now being applied directly to, e.g., 
molecular energies from geometries for 
drug design, many by Matthias Rupp (FHI 
Berlin).

• Our efforts are focused on finding Ts[n] 
from examples, work by John Snyder 
(Humboldt fellow at TU Berlin/MPI Halle)

Kieron Burke At the crossroads... 8

John Snyder

Matthias Rupp

Klaus-Robert Müller



Kernel ridge regressionMethod

http://www.ics.uci.edu/~welling/classnotes/papers_class/Kernel-Ridge.pdf

f̂(x) =
MX

j=1

�jk(xj ,x)

k(x,x0) = exp(�kx� x0k2/(2�2))

• Kernel ridge regression (KRR).  Given {xj , fj}

• Minimize:

C(↵) =
MX

j=1

(f̂(xj)� fj)
2 + ⇥2⇥�⇥2

↵ = (K + �2I)�1f
noise level

length scale

Kieron Burke At the crossroads... 9



Demo problem in DFT

• Represent the density on a grid with spacing

2

x ⇤ 1, with hard walls. For continuous potentials v(x),
we can solve the Schrödinger equation numerically with the
lowest N orbitals occupied, finding the KE T (N) and the
electronic density n(x), which is the sum of the squares of
the occupied orbitals. Our aim is to construct a ML-DFA
for the kinetic energy T [n] that bypasses the need to solve
the Schrödinger equation, enabling a 1d analog of orbital-
free DFT. In 1d orbital-free DFT, the local approximation,
as used in Thomas-Fermi theory, is typically accurate to
within 10%, and the addition of the leading gradient cor-
rection reduces the error to about 1%[]. Unfortunately, even
this small an error in the total KE is too large to give accu-
rate chemical properties.

The first step is to choose a representation for the density.
We discretize n(x) on a uniform grid, xj = j/(G � 1),
j = 0, . . . , G � 1, with spacing �x = 1/(G � 1). Next
we specify a class of potentials to generate a dataset from.
We choose a linear combination of 3 Gaussian dips with
di�erent depths, widths, and centers:

v(x) = �
3X

i=1

ai exp(�(x� bi)
2/(2c2i )). (1)

We generate potentials vj(x) for j = 1, . . . , 2000, randomly
sampling ai ⌅ [1, 10], bi ⌅ [0.4, 0.6], and ci ⌅ [0.03, 0.1].
For each potential vj(x), we solve for the KE Tj,N and den-
sity nj,N ⌅ RG on the grid using Numerov’s method, for
N = 1, . . . , 4. For G = 500, the error in Tj,N due to dis-
cretization is less than 1.5⇥10�7, which is too small to limit
the accuracy of the functional. We use samples 1 through
M for training, and designate samples 1001 through 2000
as the test set.

We use kernel ridge regression (KRR) to approximate the
KE functional. KRR is a non-linear version of regression
with regularization to prevent overfitting [10]. In KRR, the
ML-DFA takes the form

T̂ (n) = T̄
MX

j=1

�jk(nj ,n), (2)

where �j are weights to be determined, nj are training den-
sities and k is the kernel, which measures similarity between
densities. Here T̄ =

PM
j=1 Tj/M , arbitrarily chosen as the

KE scale, and Tj is the exact KE of nj . We choose the
Gaussian kernel, used commonly in ML:

k(n,n⇥) = exp(�⇧n� n⇥⇧2/(2⌅2)), (3)

where ⌅ is a hyperparameter called the length scale. The
weights are found by minimizing the cost function

C(↵) =
MX

j=1

�T 2
j + ⇥2⇧↵⇧2, (4)

where �Tj = T̂ (nj) � Tj and ↵ = (�1, . . . ,�M ). The
second term is known as a regularizer, and penalizes large
weights to prevent overfitting. The hyperparameter ⇥ is
called the noise level. Minimizing C(↵) gives

↵ = (K + ⇥2I)�1T, (5)

whereK is the kernel matrix with elementsKij = k(ni,nj),
I is the identity matrix, and T = (T1, . . . , TM ).
The hyperparameters, ⌅ and ⇥, are determined through

cross-validation: The training set is partitioned into 10 bins
of equal size. For each bin, the functional is trained on the
remaining samples and ⌅ and ⇥ are optimized by minimizing
the mean absolute error (MAE) on the bin. The partitioning
is repeated up to 40 times and the hyperparameters are
given by the median over all bins.
Table I gives the performance of the ML-DFA (Eq. 2)

trained on M N -electron densities and evaluated on the
corresponding N -electron test set. The mean KE of the
test set for N = 1 is 5.40 Hartree (3390 kcal/mol). To con-
trast, the LDA in 1d is T loc[n] = ⇤2

R
dxn3(x)/6 and the

von Weizsäcker functional is TW[n] =
R
dxn⇥(x)2/(8n(x)).

For N = 1, the MAE of T loc on the test set is 223
kcal/mol and the modified gradient expansion approxima-
tion[], TMGEA[n] = T loc[n] � c TW[n], has a MAE of 159
kcal/mol, where c = 0.0556 has been chosen to minimize
the error. For the ML-DFA, both the mean and maximum
absolute errors improve asM increases, and improve slightly
as N increases. At M = 80, we have already achieved
“chemical accuracy,” i.e., a MAE below 1 kcal/mol. At
M = 200, even the maximum absolute error on the entire
test set is below this mark. In addition, incorporating dif-
ferent N into the training set has little e�ect on the overall
performance.

N M � ⇥ |�T | |�T |std |�T |max

1

40 2.4� 10�5 238 3.3 3.0 23.

60 1.0� 10�5 95 1.2 1.2 10.

80 6.7� 10�6 48 0.43 0.54 7.1

100 3.4� 10�7 43 0.15 0.24 3.2

150 2.5� 10�7 33 0.060 0.10 1.3

200 1.7� 10�7 28 0.031 0.053 0.65

2 100 1.3� 10�7 52 0.13 0.20 1.8

3 100 2.0� 10�7 74 0.12 0.18 1.8

4 100 1.4� 10�7 73 0.078 0.14 2.3

1-4† 400 1.8� 10�7 47 0.12 0.20 3.6

TABLE I. Dependence of the performance of the ML-DFA on
the number of training densities, M , and electron number,
N . The noise level, �, and the length scale, ⇥, are deter-
mined via cross-validation. The performance is given by the
mean (|�T |), standard deviation (|�T |std), and maximum
(|�T |max) of the absolute errors, in kcal/mol, of the func-
tional evaluated on the test set. †Training set includes nj,N

for j = 1, . . . , 100 and N = 1, . . . , 4.

With such unheard of accuracy, it is tempting to declare
“mission accomplished,” but this would be premature. A
functional that predicts only the energy is useless in prac-
tice, since DFT uses functional derivatives in self-consistent
procedures to find the density within a given approximation.
For non-interacting fermions in a potential v(x), minimizing

Prototype

• N non-interacting same-spin fermions confined to 1d box

• ML-DFA for KE:

2

x ⇤ 1, with hard walls. For continuous potentials v(x),
we can solve the Schrödinger equation numerically with the
lowest N orbitals occupied, finding the KE T (N) and the
electronic density n(x), which is the sum of the squares of
the occupied orbitals. Our aim is to construct a ML-DFA
for the kinetic energy T [n] that bypasses the need to solve
the Schrödinger equation, enabling a 1d analog of orbital-
free DFT. In 1d orbital-free DFT, the local approximation,
as used in Thomas-Fermi theory, is typically accurate to
within 10%, and the addition of the leading gradient cor-
rection reduces the error to about 1%[]. Unfortunately, even
this small an error in the total KE is too large to give accu-
rate chemical properties.

The first step is to choose a representation for the density.
We discretize n(x) on a uniform grid, xj = j/(G � 1),
j = 0, . . . , G � 1, with spacing �x = 1/(G � 1). Next
we specify a class of potentials to generate a dataset from.
We choose a linear combination of 3 Gaussian dips with
di�erent depths, widths, and centers:

v(x) = �
3X

i=1

ai exp(�(x� bi)
2/(2c2i )). (1)

We generate potentials vj(x) for j = 1, . . . , 2000, randomly
sampling ai ⌅ [1, 10], bi ⌅ [0.4, 0.6], and ci ⌅ [0.03, 0.1].
For each potential vj(x), we solve for the KE Tj,N and den-
sity nj,N ⌅ RG on the grid using Numerov’s method, for
N = 1, . . . , 4. For G = 500, the error in Tj,N due to dis-
cretization is less than 1.5⇥10�7, which is too small to limit
the accuracy of the functional. We use samples 1 through
M for training, and designate samples 1001 through 2000
as the test set.

We use kernel ridge regression (KRR) to approximate the
KE functional. KRR is a non-linear version of regression
with regularization to prevent overfitting [10]. In KRR, the
ML-DFA takes the form

T̂ (n) = T̄
MX

j=1

�jk(nj ,n), (2)

where �j are weights to be determined, nj are training den-
sities and k is the kernel, which measures similarity between
densities. Here T̄ =

PM
j=1 Tj/M , arbitrarily chosen as the

KE scale, and Tj is the exact KE of nj . We choose the
Gaussian kernel, used commonly in ML:

k(n,n⇥) = exp(�⇧n� n⇥⇧2/(2⌅2)), (3)

where ⌅ is a hyperparameter called the length scale. The
weights are found by minimizing the cost function

C(↵) =
MX

j=1

�T 2
j + ⇥2⇧↵⇧2, (4)

where �Tj = T̂ (nj) � Tj and ↵ = (�1, . . . ,�M ). The
second term is known as a regularizer, and penalizes large
weights to prevent overfitting. The hyperparameter ⇥ is
called the noise level. Minimizing C(↵) gives

↵ = (K + ⇥2I)�1T, (5)

whereK is the kernel matrix with elementsKij = k(ni,nj),
I is the identity matrix, and T = (T1, . . . , TM ).
The hyperparameters, ⌅ and ⇥, are determined through

cross-validation: The training set is partitioned into 10 bins
of equal size. For each bin, the functional is trained on the
remaining samples and ⌅ and ⇥ are optimized by minimizing
the mean absolute error (MAE) on the bin. The partitioning
is repeated up to 40 times and the hyperparameters are
given by the median over all bins.
Table I gives the performance of the ML-DFA (Eq. 2)

trained on M N -electron densities and evaluated on the
corresponding N -electron test set. The mean KE of the
test set for N = 1 is 5.40 Hartree (3390 kcal/mol). To con-
trast, the LDA in 1d is T loc[n] = ⇤2

R
dxn3(x)/6 and the

von Weizsäcker functional is TW[n] =
R
dxn⇥(x)2/(8n(x)).

For N = 1, the MAE of T loc on the test set is 223
kcal/mol and the modified gradient expansion approxima-
tion[], TMGEA[n] = T loc[n] � c TW[n], has a MAE of 159
kcal/mol, where c = 0.0556 has been chosen to minimize
the error. For the ML-DFA, both the mean and maximum
absolute errors improve asM increases, and improve slightly
as N increases. At M = 80, we have already achieved
“chemical accuracy,” i.e., a MAE below 1 kcal/mol. At
M = 200, even the maximum absolute error on the entire
test set is below this mark. In addition, incorporating dif-
ferent N into the training set has little e�ect on the overall
performance.

N M � ⇥ |�T | |�T |std |�T |max

1

40 2.4� 10�5 238 3.3 3.0 23.

60 1.0� 10�5 95 1.2 1.2 10.

80 6.7� 10�6 48 0.43 0.54 7.1

100 3.4� 10�7 43 0.15 0.24 3.2

150 2.5� 10�7 33 0.060 0.10 1.3

200 1.7� 10�7 28 0.031 0.053 0.65

2 100 1.3� 10�7 52 0.13 0.20 1.8

3 100 2.0� 10�7 74 0.12 0.18 1.8

4 100 1.4� 10�7 73 0.078 0.14 2.3

1-4† 400 1.8� 10�7 47 0.12 0.20 3.6

TABLE I. Dependence of the performance of the ML-DFA on
the number of training densities, M , and electron number,
N . The noise level, �, and the length scale, ⇥, are deter-
mined via cross-validation. The performance is given by the
mean (|�T |), standard deviation (|�T |std), and maximum
(|�T |max) of the absolute errors, in kcal/mol, of the func-
tional evaluated on the test set. †Training set includes nj,N

for j = 1, . . . , 100 and N = 1, . . . , 4.

With such unheard of accuracy, it is tempting to declare
“mission accomplished,” but this would be premature. A
functional that predicts only the energy is useless in prac-
tice, since DFT uses functional derivatives in self-consistent
procedures to find the density within a given approximation.
For non-interacting fermions in a potential v(x), minimizing

• Define class of potential:

2

x ⇤ 1, with hard walls. For continuous potentials v(x),
we can solve the Schrödinger equation numerically with the
lowest N orbitals occupied, finding the KE T (N) and the
electronic density n(x), which is the sum of the squares of
the occupied orbitals. Our aim is to construct a ML-DFA
for the kinetic energy T [n] that bypasses the need to solve
the Schrödinger equation, enabling a 1d analog of orbital-
free DFT. In 1d orbital-free DFT, the local approximation,
as used in Thomas-Fermi theory, is typically accurate to
within 10%, and the addition of the leading gradient cor-
rection reduces the error to about 1%[]. Unfortunately, even
this small an error in the total KE is too large to give accu-
rate chemical properties.

The first step is to choose a representation for the density.
We discretize n(x) on a uniform grid, xj = j/(G � 1),
j = 0, . . . , G � 1, with spacing �x = 1/(G � 1). Next
we specify a class of potentials to generate a dataset from.
We choose a linear combination of 3 Gaussian dips with
di�erent depths, widths, and centers:

v(x) = �
3X

i=1

ai exp(�(x� bi)
2/(2c2i )). (1)

We generate potentials vj(x) for j = 1, . . . , 2000, randomly
sampling ai ⌅ [1, 10], bi ⌅ [0.4, 0.6], and ci ⌅ [0.03, 0.1].
For each potential vj(x), we solve for the KE Tj,N and den-
sity nj,N ⌅ RG on the grid using Numerov’s method, for
N = 1, . . . , 4. For G = 500, the error in Tj,N due to dis-
cretization is less than 1.5⇥10�7, which is too small to limit
the accuracy of the functional. We use samples 1 through
M for training, and designate samples 1001 through 2000
as the test set.

We use kernel ridge regression (KRR) to approximate the
KE functional. KRR is a non-linear version of regression
with regularization to prevent overfitting [10]. In KRR, the
ML-DFA takes the form

T̂ (n) = T̄
MX

j=1

�jk(nj ,n), (2)

where �j are weights to be determined, nj are training den-
sities and k is the kernel, which measures similarity between
densities. Here T̄ =

PM
j=1 Tj/M , arbitrarily chosen as the

KE scale, and Tj is the exact KE of nj . We choose the
Gaussian kernel, used commonly in ML:

k(n,n⇥) = exp(�⇧n� n⇥⇧2/(2⌅2)), (3)

where ⌅ is a hyperparameter called the length scale. The
weights are found by minimizing the cost function

C(↵) =
MX

j=1

�T 2
j + ⇥2⇧↵⇧2, (4)

where �Tj = T̂ (nj) � Tj and ↵ = (�1, . . . ,�M ). The
second term is known as a regularizer, and penalizes large
weights to prevent overfitting. The hyperparameter ⇥ is
called the noise level. Minimizing C(↵) gives

↵ = (K + ⇥2I)�1T, (5)

whereK is the kernel matrix with elementsKij = k(ni,nj),
I is the identity matrix, and T = (T1, . . . , TM ).
The hyperparameters, ⌅ and ⇥, are determined through

cross-validation: The training set is partitioned into 10 bins
of equal size. For each bin, the functional is trained on the
remaining samples and ⌅ and ⇥ are optimized by minimizing
the mean absolute error (MAE) on the bin. The partitioning
is repeated up to 40 times and the hyperparameters are
given by the median over all bins.
Table I gives the performance of the ML-DFA (Eq. 2)

trained on M N -electron densities and evaluated on the
corresponding N -electron test set. The mean KE of the
test set for N = 1 is 5.40 Hartree (3390 kcal/mol). To con-
trast, the LDA in 1d is T loc[n] = ⇤2

R
dxn3(x)/6 and the

von Weizsäcker functional is TW[n] =
R
dxn⇥(x)2/(8n(x)).

For N = 1, the MAE of T loc on the test set is 223
kcal/mol and the modified gradient expansion approxima-
tion[], TMGEA[n] = T loc[n] � c TW[n], has a MAE of 159
kcal/mol, where c = 0.0556 has been chosen to minimize
the error. For the ML-DFA, both the mean and maximum
absolute errors improve asM increases, and improve slightly
as N increases. At M = 80, we have already achieved
“chemical accuracy,” i.e., a MAE below 1 kcal/mol. At
M = 200, even the maximum absolute error on the entire
test set is below this mark. In addition, incorporating dif-
ferent N into the training set has little e�ect on the overall
performance.

N M � ⇥ |�T | |�T |std |�T |max

1

40 2.4� 10�5 238 3.3 3.0 23.

60 1.0� 10�5 95 1.2 1.2 10.

80 6.7� 10�6 48 0.43 0.54 7.1

100 3.4� 10�7 43 0.15 0.24 3.2

150 2.5� 10�7 33 0.060 0.10 1.3

200 1.7� 10�7 28 0.031 0.053 0.65

2 100 1.3� 10�7 52 0.13 0.20 1.8

3 100 2.0� 10�7 74 0.12 0.18 1.8

4 100 1.4� 10�7 73 0.078 0.14 2.3

1-4† 400 1.8� 10�7 47 0.12 0.20 3.6

TABLE I. Dependence of the performance of the ML-DFA on
the number of training densities, M , and electron number,
N . The noise level, �, and the length scale, ⇥, are deter-
mined via cross-validation. The performance is given by the
mean (|�T |), standard deviation (|�T |std), and maximum
(|�T |max) of the absolute errors, in kcal/mol, of the func-
tional evaluated on the test set. †Training set includes nj,N

for j = 1, . . . , 100 and N = 1, . . . , 4.

With such unheard of accuracy, it is tempting to declare
“mission accomplished,” but this would be premature. A
functional that predicts only the energy is useless in prac-
tice, since DFT uses functional derivatives in self-consistent
procedures to find the density within a given approximation.
For non-interacting fermions in a potential v(x), minimizing
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x ⇤ 1, with hard walls. For continuous potentials v(x),
we can solve the Schrödinger equation numerically with the
lowest N orbitals occupied, finding the KE T (N) and the
electronic density n(x), which is the sum of the squares of
the occupied orbitals. Our aim is to construct a ML-DFA
for the kinetic energy T [n] that bypasses the need to solve
the Schrödinger equation, enabling a 1d analog of orbital-
free DFT. In 1d orbital-free DFT, the local approximation,
as used in Thomas-Fermi theory, is typically accurate to
within 10%, and the addition of the leading gradient cor-
rection reduces the error to about 1%[]. Unfortunately, even
this small an error in the total KE is too large to give accu-
rate chemical properties.

The first step is to choose a representation for the density.
We discretize n(x) on a uniform grid, xj = j/(G � 1),
j = 0, . . . , G � 1, with spacing �x = 1/(G � 1). Next
we specify a class of potentials to generate a dataset from.
We choose a linear combination of 3 Gaussian dips with
di�erent depths, widths, and centers:

v(x) = �
3X

i=1

ai exp(�(x� bi)
2/(2c2i )). (1)

We generate potentials vj(x) for j = 1, . . . , 2000, randomly
sampling ai ⌅ [1, 10], bi ⌅ [0.4, 0.6], and ci ⌅ [0.03, 0.1].
For each potential vj(x), we solve for the KE Tj,N and den-
sity nj,N ⌅ RG on the grid using Numerov’s method, for
N = 1, . . . , 4. For G = 500, the error in Tj,N due to dis-
cretization is less than 1.5⇥10�7, which is too small to limit
the accuracy of the functional. We use samples 1 through
M for training, and designate samples 1001 through 2000
as the test set.

We use kernel ridge regression (KRR) to approximate the
KE functional. KRR is a non-linear version of regression
with regularization to prevent overfitting [10]. In KRR, the
ML-DFA takes the form

T̂ (n) = T̄
MX

j=1

�jk(nj ,n), (2)

where �j are weights to be determined, nj are training den-
sities and k is the kernel, which measures similarity between
densities. Here T̄ =

PM
j=1 Tj/M , arbitrarily chosen as the

KE scale, and Tj is the exact KE of nj . We choose the
Gaussian kernel, used commonly in ML:

k(n,n⇥) = exp(�⇧n� n⇥⇧2/(2⌅2)), (3)

where ⌅ is a hyperparameter called the length scale. The
weights are found by minimizing the cost function

C(↵) =
MX

j=1

�T 2
j + ⇥2⇧↵⇧2, (4)

where �Tj = T̂ (nj) � Tj and ↵ = (�1, . . . ,�M ). The
second term is known as a regularizer, and penalizes large
weights to prevent overfitting. The hyperparameter ⇥ is
called the noise level. Minimizing C(↵) gives

↵ = (K + ⇥2I)�1T, (5)

whereK is the kernel matrix with elementsKij = k(ni,nj),
I is the identity matrix, and T = (T1, . . . , TM ).
The hyperparameters, ⌅ and ⇥, are determined through

cross-validation: The training set is partitioned into 10 bins
of equal size. For each bin, the functional is trained on the
remaining samples and ⌅ and ⇥ are optimized by minimizing
the mean absolute error (MAE) on the bin. The partitioning
is repeated up to 40 times and the hyperparameters are
given by the median over all bins.
Table I gives the performance of the ML-DFA (Eq. 2)

trained on M N -electron densities and evaluated on the
corresponding N -electron test set. The mean KE of the
test set for N = 1 is 5.40 Hartree (3390 kcal/mol). To con-
trast, the LDA in 1d is T loc[n] = ⇤2

R
dxn3(x)/6 and the

von Weizsäcker functional is TW[n] =
R
dxn⇥(x)2/(8n(x)).

For N = 1, the MAE of T loc on the test set is 223
kcal/mol and the modified gradient expansion approxima-
tion[], TMGEA[n] = T loc[n] � c TW[n], has a MAE of 159
kcal/mol, where c = 0.0556 has been chosen to minimize
the error. For the ML-DFA, both the mean and maximum
absolute errors improve asM increases, and improve slightly
as N increases. At M = 80, we have already achieved
“chemical accuracy,” i.e., a MAE below 1 kcal/mol. At
M = 200, even the maximum absolute error on the entire
test set is below this mark. In addition, incorporating dif-
ferent N into the training set has little e�ect on the overall
performance.

N M � ⇥ |�T | |�T |std |�T |max

1

40 2.4� 10�5 238 3.3 3.0 23.

60 1.0� 10�5 95 1.2 1.2 10.

80 6.7� 10�6 48 0.43 0.54 7.1

100 3.4� 10�7 43 0.15 0.24 3.2

150 2.5� 10�7 33 0.060 0.10 1.3

200 1.7� 10�7 28 0.031 0.053 0.65

2 100 1.3� 10�7 52 0.13 0.20 1.8

3 100 2.0� 10�7 74 0.12 0.18 1.8

4 100 1.4� 10�7 73 0.078 0.14 2.3

1-4† 400 1.8� 10�7 47 0.12 0.20 3.6

TABLE I. Dependence of the performance of the ML-DFA on
the number of training densities, M , and electron number,
N . The noise level, �, and the length scale, ⇥, are deter-
mined via cross-validation. The performance is given by the
mean (|�T |), standard deviation (|�T |std), and maximum
(|�T |max) of the absolute errors, in kcal/mol, of the func-
tional evaluated on the test set. †Training set includes nj,N

for j = 1, . . . , 100 and N = 1, . . . , 4.

With such unheard of accuracy, it is tempting to declare
“mission accomplished,” but this would be premature. A
functional that predicts only the energy is useless in prac-
tice, since DFT uses functional derivatives in self-consistent
procedures to find the density within a given approximation.
For non-interacting fermions in a potential v(x), minimizing

kcal/mol
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We don’t just need the energy

• The KS equations are solving the following 
equation for us:

• If we had an explicit approximation for 
TS[n], we could solve this directly.

Kieron Burke At the crossroads... 12

file: k Total pages: 3

Supplemental Material for Finding the right density from the wrong temperature in
thermal density functional theory

Justin C. Smith
1
and Kieron Burke

1, 2

1Department of Physics and Astronomy, University of California, Irvine, CA 92697
2Department of Chemistry, University of California, Irvine, CA 92697

(Dated: August 20, 2017)

�TS

�n(r)
= �v(r)� vH[n](r)� vXC[n](r) (1)

In this supplemental material we write out the free

energy equations of the main text in their standard, non-

compact, form. We explicitly show the steps of the

derivation and illustrate the approximations that were

made to arrive at the final expressions. We also demon-

strate the coupling-constant approximation that is used

in our final exchange-correlation equation.

We begin with the equations from Ref. [1] where the

energy formalism of potential functional theory is gener-

alized to the free energy in the grand canonical ensemble

at temperature ⌧ . The free energy and interacting and

non-interacting universal functional are expressed as

A⌧
[v] = A⌧

[v0] +

Z
d3r n̄⌧

[v](r)�v(r),

F ⌧
[v] = A⌧

[v0] +

Z
d3r (n̄⌧

[v](r)�v(r)� n⌧
[v](r)v(r)) ,

K⌧
S
[v⌧

S
] = A⌧

S
[v⌧

S,0] +

Z
d3r (n̄S[v

⌧
S
](r)�v⌧

S
(r)� n⌧

S
[v⌧

S
](r)v⌧

S
(r)) ,

where �v(r) = v(r) � v0(r), n̄⌧
[v](r) =

R 1
0 d�n⌧

[v�](r),
and v�(r) = (1 � �)v0(r) + �v(r). The non-interacting

case, i.e., the third equation above, has equivalent defini-

tions. With this we extract the HXC contribution from

A⌧
HXC

[v] = F ⌧
[v]�K⌧

S
[v⌧

S
[v]]:

A⌧
HXC

[v] =
�
A⌧

[v0]�A⌧
S
[v⌧

S,0]
�
+

Z
d3r {n̄⌧

[v](r)�v(r)� n⌧
[v](r)v⌧ (r)� n̄⌧

S
[v⌧

S
](r)�v⌧

S
(r) + n⌧

S
[v⌧

S
](r)v⌧

S
(r)} ,

=
�
A⌧

[v0]�A⌧
S
[v⌧

S,0]
�
+

Z
d3r {n̄⌧

[v](r)�v(r)� n̄⌧
S
[v⌧

S
](r)�v⌧

S
(r) + n⌧

[v](r)v⌧
HXC

(r)} , (2)

where we use the definitions of Mermin-Kohn-Sham,

n⌧
S
[v⌧

S
](r) = n⌧

[v](r) and v⌧
S
(r) = v(r) + v⌧

HXC
(r), in the

final line. Now we substitute in the definitions of the

interacting and non-interacting free energies,

A⌧
[v0] = F ⌧

[v0] +

Z
d3r n⌧

[v0](r)v0(r),

A⌧
S
[v⌧

S,0] = K⌧
S
[v⌧

S,0] +

Z
d3r n⌧

S
[v⌧

S,0](r)v
⌧
S,0(r),

and use A⌧
HXC

[v0] = F ⌧
[v0]�K⌧

S
[v⌧

S,0[v0]]. Then,

A⌧
HXC

[v] = A⌧
HXC

[v0] +

Z
d3r

�
n̄⌧

[v](r)�v(r)� n̄⌧
S
[v⌧

S
](r)�v⌧

S
(r) + n⌧

[v](r)v⌧
HXC

(r) + n⌧
[v0](r)v0(r)� n⌧

S
[v⌧

S,0](r)v
⌧
S,0(r)

 
,

= A⌧
HXC

[v0] +

Z
d3r {n̄⌧

[v](r)�v(r)� n̄⌧
S
[v⌧

S
](r)�v⌧

S
(r) + n⌧

[v](r)v⌧
HXC

(r)� n⌧
[v0](r)vHXC,0(r)} , (3)

where we again make use of Mermin-Kohn-Sham:

n⌧
S
[v⌧

S
](r) = n⌧

[v](r) and n⌧
S
[v⌧

S,0](r) = n⌧
[v0](r).

As noted in the main text we make two approximations

to simplify Eq. (3) The first is

n⌧
[v�](r) ⇡ n⌧

S
[v⌧�

S
](r). (4)

These two expressions agree at � = 0 and � = 1 by
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functional derivative?

Functional derivative 3

the total energy gives

⇥T [n]

⇥n(x)
= µ� v(x), (6)

which can be used to find the ground-state density within a
given approximation for T [n], while µ is adjusted to produce
the required particle number. The (discretized) functional
derivative of the ML-DFA is given by

1

�x
⌅nT̂ (n) =

M�

j=1

�⇥
j(nj � n)k(nj ,n) (7)

where �⇥
j = �j/(⇧2�x). In Fig. 2, we compare the func-

tional derivative of the ML-DFA with the exact derivative
for a sample density. If it captures any information about
the derivative, it is drowned out by oscillations. This is typ-
ical of the ML-DFA’s performance on the test set, and does
not improve with increasing M .
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ML�DFA
Exact

FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).

JS: should I add a fig with sample self-consistent vs exact densities? puts us

over 4 pgs... could put in supplemental material

The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).
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The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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which can be used to find the ground-state density within a
given approximation for T [n], while µ is adjusted to produce
the required particle number. The (discretized) functional
derivative of the ML-DFA is given by
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for a sample density. If it captures any information about
the derivative, it is drowned out by oscillations. This is typ-
ical of the ML-DFA’s performance on the test set, and does
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).
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The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).

JS: should I add a fig with sample self-consistent vs exact densities? puts us

over 4 pgs... could put in supplemental material

The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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the total energy gives

⇥T [n]

⇥n(x)
= µ� v(x), (6)

which can be used to find the ground-state density within a
given approximation for T [n], while µ is adjusted to produce
the required particle number. The (discretized) functional
derivative of the ML-DFA is given by
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where �⇥
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tional derivative of the ML-DFA with the exact derivative
for a sample density. If it captures any information about
the derivative, it is drowned out by oscillations. This is typ-
ical of the ML-DFA’s performance on the test set, and does
not improve with increasing M .
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).
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The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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which can be used to find the ground-state density within a
given approximation for T [n], while µ is adjusted to produce
the required particle number. The (discretized) functional
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ical of the ML-DFA’s performance on the test set, and does
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).
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The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1
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X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n
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where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).
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The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8
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TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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for a sample density. If it captures any information about
the derivative, it is drowned out by oscillations. This is typ-
ical of the ML-DFA’s performance on the test set, and does
not improve with increasing M .
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FIG. 2. We compare the functional derivative of the ML-
DFA, evaluated on a sample test density with N = 1, M =
100, � = 3.4 � 10�7 and ⇥ = 43, with the exact functional
derivative.

To identify the origin of this behavior, we apply a standard
ML tool: principal component analysis (PCA). The space of
all densities is contained in RG, but we assume only a few
directions in this space are relevant. For a given density n,
find m training densities (nj1 , . . . ,njm) which are closest
to n. Construct the covariance matrix of directions from n
to each training density

C =
1

m
X⇤X, (8)

where X = (nj1 � n, . . . ,njm � n)⇤. Diagonalizing
C ⇤ RG�G gives eigenvalues ⌅j and eigenvectors xj ordered
such that ⌅j ⇥ ⌅j+1. The xj with larger ⌅j are directions
showing substantial variation in the dataset. Those with ⌅j

below some cuto� are irrelevant (see supplemental mate-
rial). In these extraneous dimensions, there is infinitesimal
variation within the dataset, producing noise in the func-
tional derivative. By projecting the functional derivative

onto the subspace spanned by the relevant dimensions, we
can eliminate this noise. This projection is given by

Pm,�(n) = V ⇤V, (9)

where V = (x1, . . . ,x�)⇤ and ⌃ is the number of relevant
eigenvectors. In Fig 1, the projected functional derivatives
show near exact agreement, for m = 15 and ⌃ = 5.
The final test of the ML-DFA is to produce a density that

minimizes the total energy and check its error. Typically, we
expect the error to be larger than that of the functional eval-
uated on the exact density. For example, T loc on particles
in 1d flat boxes always gives a ratio of 4. (Although, for
a parabolic potential, T loc on the minimizing density is ex-
act). To find a minimizing density for a given potential,
we perform a gradient descent search restricted to the local
PCA subspace: Starting from a guess n(0), take a small step
the opposite direction of the projected functional derivative
of the total energy for each iteration:

n(j+1) = n(j) � ⇤Pm,�(n
(j))(v+⌅nT̂ (n

(j))/�x), (10)

where n(j+1) is the next density, ⇤ is a small number and
v is the discretized potential. The search is unstable for
large ⌃, inaccurate for small ⌃ but relatively insensitive to
m. A coarse optimization yields m = 15 and ⌃ = 5 (see
supplemental material).

JS: should I add a fig with sample self-consistent vs exact densities? puts us

over 4 pgs... could put in supplemental material

The overall performance of the ML-DFA in finding self-
consistent densities is given in Table II. The MAE is an order
of magnitude larger than that of the ML-DFA on the exact
densities—a bit worse than T loc. We do not find a unique
density, but instead a set of similar densities depending on
the initial guess. In addition, the density with lowest to-
tal energy does not have the smallest error. Although the
search does not produce a unique minimum, it produces a
range of similar but valid approximate densities, each with
a small error. Even with an order of magnitude larger error,
we can still reach chemical accuracy, now on self-consistent
densities. No previous approximate KE DFA comes close to
this performance.

N |�T sc| |�T sc|std |�T sc|max |�T sc|/|�T |

1 3.0 5.3 46. 21.

2 1.4 3.0 37. 9.7

3 0.88 1.5 14. 6.8

4 0.62 0.82 6.3 8.1

TABLE II. Errors in the KE of self-consistent densities. We
report the mean (|�T |), standard deviation (|�T |std), and
maximum (|�T |max) of the absolute errors, in kcal/mol, of the
ML-DFA evaluated on self-consistent densities for 500 mini-
mizations (see Eq. 10) with randomly chosen potentials and
initial guesses within the test set. The last column is the ratio
of the MAE on the self-consistent densities to the MAE on
the exact densities. The functional is trained with M = 100,
and parameters � and ⇥ as in Table I.
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(Dated: November 30, 2011)

Using standard methods from machine learning, we introduce a novel technique for density functional
approximation. We use kernel ridge regression with a Gaussian kernel to approximate the non-interacting
kinetic energy of 1d multi-electron systems. With fewer than 100 training densities, we can achieve
mean absolute errors of less than 1 kcal/mol on new densities. We determine densities for which our
new functional will fail or perform well. Finally, we use principle component analysis to extract accurate
functional derivatives from our functional, enabling an orbital-free minimization of the total energy to
find a self-consistent density. This empirical method has two parameters, set via cross-validation, and
requires no human intuition. In principle, this general technique can be extended to multi-dimensional
systems, and be used to approximate exchange-correlation density functionals.

More than 10,000 papers per year report solutions to
electronic structure problems using Kohn-Sham (KS) den-
sity functional theory (DFT) [1, 2], all approximating the
exchange-correlation (XC) energy as a functional of the elec-
tronic spin densities. The quality of the results depends
crucially on these density functional approximations (DFAs)
[]. Present DFAs often fail for strongly correlated systems[],
rendering the methodology useless for some of the most
interesting problems.
There is a never-ending search for improved XC approxi-

mations. The original local density approximation (LDA) of
Kohn and Sham [2] is uniquely defined by the properties of
the uniform gas, and has been argued to be a universal limit
of all systems [3, 4]. But the refinements that have proved
useful in chemistry and materials are not, and di�er both in
their derivations and details. Traditionally, physicists have
championed a non-empirical approach, deriving approxima-
tions from quantum mechanics and avoiding fitting to spe-
cific finite systems[]. But chemists typically use a few [5, 6]
or several dozen [7] parameters to improve accuracy on a
limited class of molecules. Non-empirical functionals can be
considered controlled extrapolations that work well across a
broad range of systems and properties, bridging the divide
between molecules and solids. Empirical functionals are lim-
ited interpolations that are more accurate for the molecular
systems they are fitted to, but often fail for solids. A re-
cent example is the van der Waals functional of Langreth
and Lundquist [8], and an empirical derivative for which no
derivation was deemed necessary[]. Passionate debates are
fueled by this cultural divide.
Machine learning (ML) is a powerful tool for finding pat-

terns in high-dimensional spaces. It employs algorithms by
which the computer learns from empirical data via induc-
tion. ML has been very successful in many applications,
including neuroscience ?? and chemistry [9]. In this work,
we apply ML methodology to a prototype density functional
problem: non-interacting spinless fermions confined to a
1d box, subject to a smooth potential. The accuracy we
achieve in approximating the kinetic energy (KE) of this
system is far beyond the capabilities of present human-
designed approximations and is su⇥cient to produce highly

accurate self-consistent densities—the functional derivative
is extremely accurate. We also define key technical concepts
needed to apply ML to DFT problems.
Empirical DFAs employ the basic types of approximations

derived from general principles, fitting the parameters to
training sets of energy di�erences[]. They explore only an
infinitesimal fraction of all possible functionals and use rel-
atively few data points. The ML-derived DFA (ML-DFA)
achieves chemical accuracy using many more inputs, with-
out reference to any of the underlying physics. Intuition
is kept to a minimum but remains necessary to specify the
basic mechanism and representation of data.
We illustrate the accuracy of the ML-DFA in Fig. 1, in

which the functional was constructed from 100 densities on
a dense grid. The successful construction of this functional
opens up a new approach to functional approximation, en-
tirely distinct from previous approaches: The ML-DFA con-
tains on the order of 104 empirical numbers and satisfies
none of the standard exact conditions.
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FIG. 1. Comparison of a sample projected (see within) func-
tional derivative of the ML-DFA with the projected exact
derivative.

The prototype DFT problem we consider is N non-
interacting spinless Fermions confined to a 1d box, 0 �

m = 15, � = 5



Lessons

• Exact noise-free data infinitely available for 
Ts[n], every cycle of every KS calculation in the 
world provides examples.

• Need very accurate derivatives to get accurate 
density from Euler equation.

• Can find ways to bypass this.
• Functionals can be made arbitrarily accurate 

with sufficient data.
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Finding Density Functionals with Machine Learning John C. 
Snyder, Matthias Rupp, Katja Hansen, Klaus-Robert Müller, 
Kieron Burke, Phys. Rev. Lett. 108, 253002 (2012)



Strong correlation and 1d electronic structure

• Use DMRG to solve continuum problems in 1d.
• Much success in past, showing failures of DFT 

approximations for strong correlation.
• Here we use DMRG to generate much data of 

exact densities and  energies
• All restricted to 1d.
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Guaranteed Convergence of the Kohn-Sham 
Equations Lucas O. Wagner, E. M. Stoudenmire, 
Kieron Burke, Steven R. White, Phys. Rev. Lett. 
111, 093003 (2013).

One-Dimensional Continuum Electronic Structure with the 
Density-Matrix Renormalization Group and Its Implications 
for Density-Functional Theory E.M. Stoudenmire, Lucas O. 
Wagner, Steven R. White, Kieron Burke, Phys. Rev. Lett. 
109, 056402 (2012).



ML on exact chains of 1d H

• We train and test a machine learning F[n], the 
universal part of the electronic density 
functional, to within quantum chemical 
accuracy. We 
– bypass the standard Kohn-Sham approach
– include the strong correlation of highly-stretched 

bonds 
– create a model for the infinite chain limit. 
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Facial recognition via PCA
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PCA basis for atomic densities
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ber of grid points, and rapidly becomes unfeasible as the
number of H atoms grows. Thus a simpler representation
of the density is required. To overcome those di�culties,
we introduce a basis set. Inspired by the localized atomic
bases used in most quantum chemical codes, we devel-
oped a data-driven basis set using Hirshfeld partitioning
[37] and principal component analysis (PCA).

FIG. 5. Partition density of each H atom in H8.

FIG. 6. Single H atom densities for H atoms in di↵erent
chains and atomic distance (gray). The average density is
plotted in red.

To partition a molecular density via the Hirshfeld
scheme, begin with the protomolecule of overlapped
atomic densities at the nuclear positions of the real
molecule. If n0

i (x) = n0
1(x�(i�1)R) is an isolated atomic

density at the i-th nuclear center, spaced R apart, then

n0(x) =
NX

i=1

n0
i (x) (11)

is the density of the protomolecule, where R is the inter-
atomic spacing. We define a weight

wi(x) = n0
i (x)/n

0(x), (12)

FIG. 7. First 7 principal components of the densities shown
in Fig. 6, from top to bottom.

associated with each atom, and then define the density
of each Hirshfeld atom within the real molecule as

ni(x) = wi(x)n(x), (13)

where n(x) is the exact molecular density. The ground
state density of a single hydrogen atom n0

i (x) is reported
in Ref. 23. Fig. 5 shows partition densities ni(x) of atoms
in one H8.
Next, for a specific chain length N , we consider a range

of interatomic separations R, and consider the collection
of every atomic density within the chain for every value of
R in a training set, each centered on the origin, as shown
in Fig. 6. These individual atomic partition densities re-
flect the diverse behaviors caused by the interaction be-
tween the hydrogen atoms inside the chains. A principal
component analysis is applied to these densities, and the
eigenvalues are ordered in decreasing magnitude to find a
subspace with the maximum variance. Each atomic den-
sity can be accurately represented by the base density
f0(x) (red in Fig. 6) and 7 principal components (Fig.
7),

ni(R, x) = f0(x) +
7X

p=1

ci,p(R)fp(x). (14)

Thus the total density of HN with separations R isPN
i ni(R, x), and is described by just 7N coe�cients.

Note that f0(x) is very close to an isolated atom density,
but we use the average to center our data for the PCA
analysis. Our representation greatly reduces the num-
ber of variables in the density representation for a given
chain length, and saves a significant amount of computa-
tional cost when solving for the ground state density of
the system. This new basis set is completely data-driven
and physically meaningful.

We next repeated these calculations for a sequence of
chains of increasing length. In each case, we train FML[n]
on a limited training set, and then compare on a test set
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Improved convergence from basis
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N NT � � |�EF|/N max |�EF|/N |�E|/N max |�E|/N EML
R=9.8/N EDMRG

R=9.8 /N

2 5 1.0⇥ 10�8 1000 2.54 7.02 9.74 20.3 -421.291 -425.797

2 20 4.6⇥ 10�10 2.15 0.00121 0.00802 0.005 0.013 -425.785 -425.797

2 50 1.0⇥ 10�12 0.70 0.00003 0.00034 0.050 0.304 -425.798 -425.797

4 50 2.2⇥ 10�11 46.4 0.0021 0.016 0.005 0.017 -428.617 -428.620

8 50 1.0⇥ 10�4 2.15 0.011 0.31 0.28 1.68 -430.011 -430.032

12 50 1.0⇥ 10�12 0.46 0.0031 0.010 0.24 0.88 -430.502 -430.503

16 50 2.2⇥ 10�11 0.46 0.0042 0.012 0.08 0.41 -430.738 -430.738

20 50 2.2⇥ 10�11 0.46 0.0042 0.014 0.26 0.88 -430.880 -430.880

1 50 1.0⇥ 10�8 0.46 0.012 0.050 0.073 0.27 -431.447 -431.444

TABLE I. ML performance on di↵erent chains HN . NT is the size of training set. Regularization strength � and kernel length
scale � is the model hyperparameters selected by cross validation [14]. The functional driven error �EF /N [36] is tested on the
entire test set to show the overall accuracy. The total error �E/N is tested on the equilibrium test set to emphasize accuracy
around equilibrium position. ER=9.8/N shows that ML can get very accurate dissociation limit. All errors are given in kcal/mol.

FIG. 8. (Color online) Learning curves for several 1d H chains.
(a) ML using the total density. (b) ML using the bulk parti-
tion densities (see text).

(see supplementary material), with the accurate results
supplied by DMRG. The learning curves, i.e., error as a
function of NT, of chains of di↵ering length, are shown
in Fig. 10(a). The error typically decreases with amount
of training data, but for fixed NT, longer chains display
substantially larger errors. This is because the binding
energy curve changes more rapidly when the chain length
is increased.

In applied machine learning, feature engineering,
which uses domain knowledge of the data to improve the
e�ciency of ML algorithms, is a crucial step. Here, we
know that as the chain length increases, the central den-
sity should converge to a fixed value (thermodynamic
limit). We therefore choose the central two atomic den-
sities alone to use as a minimal input feature for learning
the energy of a given finite chain. The learning curves
for models trained only on this central partition density
are shown in Fig. 10(b). For chain lengths greater than
or equal to 12, substantially greater accuracy is reached
for a fixed amount of training data. Here we still use
the total density for N  8 and the bulk density for
N � 12. The model performance and hyperparameters
are presented in Table I.

C. Extrapolation to the thermodynamic limit

Our ultimate goal is to use ML to find the energy of
the infinite chain to within chemical accuracy, for all in-
teratomic separations. To do this, we first build a set
of infinite chain energies and densities. For each value
of R, we extrapolate both the density and energy of our
finite chains as a function of N . This then gives us a set
of data for the infinite chain that we can both train and
test on and gave rise to Fig. 1.
In an entirely separate calculation, we also performed

DMRG directly for the infinite chain, using the method of
McCulloch [38] for a four atom unit cell [39]. The system
is initialized by solving the equivalent finite size system
with box edges at R/2. As a part of the iDMRG algo-
rithm [38], a single unit cell is then inserted into the cen-
ter of the finite system and 15 sweeps are performed over
the inserted unit cell. The sequence is repeated–after
adding another unit cell–until convergence. We com-
pare these energies with the extrapolated values, find-
ing agreement to within 1 kcal/mol for all values of
R. This agreement validates our extrapolation proce-
dure. We find that, with 50 data points, the ML re-
sult, on the optimized density, also agrees to within 1
kcal/mol. Thus, armed with the 50-data-point machine
learned functional, one can self-consistently find the den-
sity and energy of the infinite chain to quantum chemical
accuracy.
Our final figure simply demonstrates that the error for

the infinite chain (and for all the ML calculations) is
almost entirely due to the error in the optimized density.
The functional-driven error [36] is the energy error made
on the exact density:

�EF = EML[n]� E[n] = FML[n]� F [n]. (15)

We see that, at any level of training, �EF is an order
of magnitude smaller than the final energy error on the
optimized density. Thus the error is density-driven but,
nonetheless, can be forced down to quantum chemical
limits with enough data.



Convergence for infinite chain
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Pure density functional for strong correlations and the thermodynamic limit from 
machine learning Li Li, Thomas E. Baker, Steven R. White, Kieron Burke, Phys. Rev. 
B 94, 245129 (2016).



Lessons from this part

• Can learn exact functional from exact data.
• Can learn F[n] instead of Ts[n] so accurately you 

can even get density.
• Created a new data-driven basis by using 

atoms in molecules; greatly reduced 
computational cost.

• Extrapolate to infinite chain limit to within 1 
kcal/mol.

• No problem in principle to do in 3d.
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Road map back to reality

Roadmap to 3d land

1d box

1d diatomics

3d atoms, diatomics

3d molecules

large systems, real applications
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II. TECHNICAL BACKGROUND

Kernel ridge regression (KRR) is a non-linear version
of regression with regularization to prevent overfitting [3].
(introduce as gaussian process regression instead?) For
KRR, our machine learning approximation (MLA) takes the
form

TML(n) =
M!

j=1

!jk(nj ,n), (1)

where !j are weights to be determined, nj are training
densities and k is the kernel, which measures similarity
between densities. We choose a Gaussian kernel, common
in ML:

k(n,n!) = exp(!#n! n
!#2/(2"2)), (2)

where the hyperparameter " is called the length scale. The
weights are found by minimizing the cost function

C(!) =
M!

j=1

#T 2

j + $#!#2, (3)

where #Tj = TML

j ! Tj and ! = (!1, . . . ,!M ). The
second term is a regularizer that penalizes large weights
to prevent overfitting. The hyperparameter $ controls
regularization strength. Minimizing C(!) gives

! = (K + $I)"1
T , (4)

where K is the kernel matrix, with elements Kij =
k(ni,nj), and I is the identity matrix.

The hyperparameters " and $ are determined via leave-
one-out (LOO) cross validation, Define an ensemble of
functionals {TML

i,",#(n)} where the ith training density
is excluded. The hyperparameters are optimized by
minimizing the ensemble mean absolute error (MAE):

%($,") =
1

M

M!

i=1

|TML

i,",#(ni)! Ti| (5)

In recent work [? ], we demonstrated for the first time,
the ability of ML to approximate density functionals, for
a simple 1d model. However, in that work, the fermions
are confined to live inside a box, restraining the variety of
possible densities. In particular, there is no analog of a
binding energy curve, where a density is centered on two
sites whose separation varies continuously from small to
infinite.

In the present work, we consider one-dimensional
diatomic ’molecules’. The one-body potential attraction
of an ’atom’ of nuclear charge Z is chosen to be soft-
Coulombic[? ]

v(x) = ! Z$
1 + x2

, (6)

as this has been used in a variety of contexts. We use the
same form and strength for the internuclear repulsion:

VNN (R) =
Z2

$
1 +R2

(7)

Fig. 2 shows the densities and potentials for the united
atom, equilibrium bond length, and stretched diatomic.
[J, because you have no e-e interaction, your equilibrium
molecules looks very much like the united atom limit, not
like a molecule. We need to adjust the nuc rep to make
this look more like a molecule, or use self-consistent XC
calculations].

To generate a dissociation curve like that of Fig 1, we
consider bond lengths up to R = 15, and so place the entire
system on a 500 point grid from x = !20 to 20. We then
solve the Schrödinger equation numerically using Numerov’s
method [? ]. We doubly-occupy the lowest Z orbitals, so
that N = 2Z, where N is the number of fermions. We
extract various energies and the density as a function of R
for di"erent values of N .

To construct the model, we choose M training densities
at evenly spaced R between 0 and 15. Table I shows the
performance of the MLA.

III. CHALLENGES OF SELF-CONSISTENCY

A KE functional that predicts only the energy is useless
in practice, since the minimization:

&T [n]

&n(x)
= µ! v(x), (8)

where v(x) is the potential and where µ is adjusted to
produce the required particle number, requires an accurate
functional derivative (gradient). Fig. 3 shows the gradient
of our MLA evaluated at the ground-state density is very
di"erent from the exact.

FIG. 2. The electronic density and potential for Z = 1, atR =
0 (solid), equilibrium bond length (dashed), and stretched at
R = 15 (dot-dashed).

The prototype DFT problem we consider is N noninter-
acting spinless fermions confined to a 1D box, 0 ! x ! 1,
with hard walls. For continuous potentials vðxÞ, we solve
the Schrödinger equation numerically with the lowest N
orbitals occupied, finding the KE and the electronic density
nðxÞ, the sum of the squares of the occupied orbitals. Our
aim is to construct a MLA for the KE T½n% that bypasses
the need to solve the Schrödinger equation—a 1D analog
of orbital-free DFT [14]. (In 3D orbital-free DFT, the local
approximation as used in the Thomas-Fermi theory, is
typically accurate to within 10%, and the addition of the
leading gradient correction reduces the error to about 1%
[15]. Even this small an error in the total KE is too large to
give accurate chemical properties.)

First, we specify a class of potentials from which we
generate densities, which are then discretized on a uniform
grid of G points. We use a linear combination of three
Gaussian dips with different depths, widths, and centers,

vðxÞ ¼ '
X3

i¼1

ai exp½'ðx' biÞ2=ð2c2i Þ%: (1)

We generate 2000 such potentials, randomly sampling
1< a< 10, 0:4< b< 0:6, and 0:03< c< 0:1. For each
vjðxÞ, we find for N up to four electrons, the KE Tj;N and
density nj;N in RG on the grid using Numerov’s method
[16]. For G ¼ 500, the error in Tj;N due to discretization is
less than 1:5 ( 10'7. We take 1000 densities as a test set,
and chooseM others for training. The variation in this data
set for N ¼ 1 is illustrated in Fig. 2.

Kernel ridge regression is a nonlinear version of regres-
sion with regularization to prevent overfitting [17]. For
kernel ridge regression, our MLA takes the form,

TMLðnÞ ¼ !T
XM

j¼1

!jkðnj;nÞ; (2)

where !j are weights to be determined, nj are training
densities, and k is the kernel, which measures similarity
between densities. Here, !T is the mean KE of the training

set, inserted for convenience. We choose a Gaussian kernel,
common in ML,

kðn;n0Þ ¼ exp½'kn' n0k2=ð2"2Þ%; (3)

where the hyperparameter " is called the length scale. The
weights are found by minimizing the cost function,

C ð!Þ ¼
XM

j¼1

"T2
j þ #k!k2; (4)

where "Tj ¼ TML
j ' Tj and ! ¼ ð!1; . . . ;!MÞ. The sec-

ond term is a regularizer that penalizes large weights to
prevent overfitting. The hyperparameter # controls regulari-
zation strength. Minimizing Cð!Þ gives

! ¼ ðK þ #IÞ'1T; (5)

where K is the kernel matrix with elements K ij ¼ kðni;njÞ,
and I is the identity matrix. Then " and # are determined
through tenfold cross validation: the training set is partitioned
into 10 bins of equal size. For each bin, the functional is
trained on the remaining samples, and" and# are optimized
by minimizing the mean absolute error (MAE) on the bin.
The partitioning is repeated up to 40 times, and the hyper-
parameters are chosen as the median over all bins.
Table I gives the performance of TML [Eq. (2)] trained on

MN-electron densities and evaluated on the corresponding
test set. ThemeanKEof the test set forN ¼ 1 is 5.40 hartree
(3390 kcal=mol). To contrast, the LDA in 1D is Tloc½n% ¼
$2

R
dx n3ðxÞ=6 and the von Weizsäcker functional is

TW½n% ¼ R
dx n 0ðxÞ2=½8nðxÞ%. For N ¼ 1, the MAE of

Tloc on the test set is 217 kcal=mol, and the modified
gradient expansion approximation [19], TMGEA½n% ¼
Tloc½n% ' cTW½n%, has a MAE of 160 kcal=mol, where
c ¼ 0:0543 has been chosen to minimize the error (the
gradient correction is not as beneficial in 1D as in 3D).
For TML, both the mean and maximum absolute errors
improve as N or M increases (the system becomes more
uniform as N ! 1 [3]). At M ¼ 80, we have already

FIG. 2 (color online). The shaded region shows the extent of
variation of nðxÞ within our data set for N ¼ 1. Exact (red, solid)
and a self-consistent (black, dashed) density for potential of Fig. 3.

FIG. 1 (color online). Comparison of a projected (see within)
functional derivative of our MLA with the exact curve.
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• Orbital-free DFT

residues near the entrance and exit of the pore that favor
or disfavor the passage of ions solely based on their charge
[32].

Acid-sensing ion channels (ASICs) are cation channels
whose gating is controlled by extracellular pH. Equi-
librium MD simulations of ASIC1 at different ionic
solutions and concentrations examining multiple titration
states of various acidic residues have been used to
identify potential proton and cation binding sites and
to study cation/H+-induced protein conformational
changes [33].

Membrane transporters and carriers
In contrast to membrane channels that provide a passive
permeation pathway for their substrates, transport in
membrane transporters is mediated by close interaction
and engagement of the protein and the substrate. This is
necessary owing to the active (energy-dependent) nature
of the transport process during which the energy provided
by various sources, for example, ATP hydrolysis or an
ionic gradient across the membrane, is used to actively
‘pump’ the substrate across the membrane, often against
its electrochemical gradient. Shown in Figure 3, mem-
brane transporters are structurally much more diverse
than membrane channels, as they need to harvest various
sources of energy in the cell and efficiently couple them
to substrate transport. They are also far slower than
channels, since several stepwise protein conformational
changes of various magnitude are usually involved in their
mechanism. Along with the recent availability of struc-
tures for several different membrane transporters, MD
simulations have been employed to investigate dynamical
properties and details of the mechanism of function.
Although the time scale of the entire transport cycle

proves to be usually beyond the reach of transporter
MD simulations, such simulations have proven successful
in describing individual steps and transitions involved in
such cycles.

ABC transporters
ATP-binding cassette (ABC) transporters use ATP to
drive active transport of substrates across the membrane.
ATP binding and hydrolysis in the nucleotide binding
domains (NBDs) drive conformational changes of the
transmembrane domains (TMDs), thus switching sub-
strate accessibility between the cytoplasmic and extra-
cellular sides of the membrane. Elucidating the
conformational changes induced by ATP binding and
hydrolysis in the NBDs and the coupling of NBDs and
TMDs constitute two major themes in simulation studies
of ABC transporters.

The dimeric structures of the NBDs of maltose transpor-
ter (MalK) and an archaeal ABC transporter (MJ0796)
have been extensively used in simulation studies. Earlier
MD simulations of MalK performed on the three crystal
forms of MalK verified the nucleotide dependence of
opening and closing of the NBDs [34]. Simulations on the
order of 20 ns performed on different nucleotide-bound
forms of MJ0796 identified the rotation of the helical
subdomain as the primary response to ATP replacement
by ADP [35], while longer simulations (30–50 ns) were
employed to investigate the mechanism of dimer separ-
ation [36]. Using even longer simulations (! 70 ns) of
MalK, and through simulating the immediate effect of
ATP hydrolysis (conversion to ADP-Pi), it was proposed
that the hydrolysis reaction itself is the initial trigger for
dimer opening [37]. It was also shown that despite the
presence of two nucleotide-binding sites, only one ATP

132 Theory and simulation

Figure 3

Membrane transporters studied recently. Shown in the same format as in Figure 1, each transporter is colored according to domain with substrates
and direction of transport indicated. These transporters are found in a variety of cellular membranes including the cytoplasmic membrane (e.g.
MalEFGK), the bacterial outer membrane (BtuB), and the mitochondrial inner membrane (AAC).
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By-passing KS
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MD simulations testing ML method
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Malondialdehyde
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[174] By-passing the Kohn-Sham equations with machine learning Felix Brockherde, Leslie Vogt, Li Li, Mark E Tuckerman, Kieron 
Burke, Klaus-Robert Müller, Nature Communications 8, 872  (2017).



Lessons

• Our 1d gradient methods become prohibitively 
expensive in 3d.

• Instead of using Ts[n], learn n[v](r).
• Much smarter than learning E[vs]
• Works for H2 and H2O and …
• ..MD of malonaldehyde using ML forces with 

Leslie Vogt and Mark Tuckerman.
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Points for this conference

• Electronic structure is (largely) deterministic 
and based on a Hamiltonian

• DFT is not mean-field
• HK theorem is a statement about the minimal 

information needed to identify the system
• How do very simple formulas ‘solve’ a quantum 

many-fermion problem?
• Mermin theorem
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Summary

• ML functionals can 
– find accurate densities
– break bonds
– Do the full functional for strongly correlated solids (in 1D)
– Can now do MD of small molecules in 3D
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