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Fig. 1 Regions of aLIGO (top left), AdV (top right) and KAGRA (bottom) target strain sensitivities as a
function of frequency. The binary neutron star (BNS) range, the average distance to which these signals
could be detected, is given in megaparsec. Current notions of the progression of sensitivity are given for early,
mid and late commissioning phases, as well as the final design sensitivity target and the BNS-optimized
sensitivity. While both dates and sensitivity curves are subject to change, the overall progression represents
our best current estimates.

60 – 80 Mpc range. Subsequent observing runs have increasing duration and sensitivity.
O2 began 30 November 2016, transitioning from the preceding engineering run which
began at the end of October, and ended 25 August 2017. The achieved sensitivity
across the run has been typically in the range 60 – 100 Mpc [19]. Assuming that no
unexpected obstacles are encountered, the aLIGO detectors are expected to achieve a
190 Mpc BNS range by 2020. After the first observing runs, it might be desirable to
optimize the detector sensitivity for a specific class of astrophysical signals, such as
BNSs. The BNS range may then become 210 Mpc. The sensitivity for each of these
stages is shown in Figure 1.

The H2 detector will be installed in India once the LIGO-India Observatory is
completed, and will be configured to be identical to the H1 and L1 detectors. We refer
to the detector in this state as I1 (rather than H2). Operation at the same level as the
H1 and L1 detectors is anticipated for no earlier than 2024.

The AdV interferometer (V1) [4] officially joined O2 on 1 August 2017. We
aimed for an early step with sensitivity corresponding to a BNS range of 20 – 65 Mpc;
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Fig. 2 The planned sensitivity evolution and observing runs of the aLIGO, AdV and KAGRA detectors
over the coming years. The colored bars show the observing runs, with the expected sensitivities given by
the data in Figure 1 for future runs, and the achieved sensitivities in O1 and in O2. There is significant
uncertainty in the start and end times of planned the observing runs, especially for those further in the future,
and these could move forward or backwards relative to what is shown above. The plan is summarised in
Section 2.2.

2015 – 2016 (O1) A four-month run (12 September 2015 – 19 January 2016) with the
two-detector H1L1 network at early aLIGO sensitivity (60 – 80 Mpc BNS range).
This is now complete.

2016 – 2017 (O2) A nine-month run with H1L1, joined by V1 for the final month.
O2 began on 30 November 2016, with AdV joining 1 August 2017 and ended on
25 August 2017. The expected aLIGO range was 80 – 120 Mpc, and the achieved
range was in the region of 60 – 100 Mpc; the expected AdV range was 20 – 65 Mpc,
and the initial range was 25 – 30 Mpc

2018 – 2019 (O3) A year-long run with H1L1 at 120 – 170 Mpc and with V1 at 65 –
85 Mpc beginning about a year after the end of O2.

2020+ Three-detector network with H1L1 at full sensitivity of 190 Mpc and V1 at
65 – 115 Mpc, later increasing to design sensitivity of 125 Mpc.

2024+ H1L1V1K1I1 network at full sensitivity (aLIGO at 190 Mpc, AdV at 125 Mpc
and KAGRA at 140 Mpc). Including more detectors improves sky localization [61,
62,63,64] as well as the fraction of coincident observational time. 2024 is the
earliest time we imagine LIGO-India could be operational.

This timeline is summarized in Figure 2; we do not include observing runs with
LIGO-India yet, as these are still to be decided. Additionally, GEO 600 will continue
observing, with frequent commissioning breaks, during this period. The observational
implications of these scenarios are discussed in Section 4.

From Abbott et al, arXiv:1304.0670v4 3
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Table 3 Summary of a plausible observing schedule, expected sensitivities, and source localization with
the Advanced LIGO, Advanced Virgo and KAGRA detectors, which will be strongly dependent on the
detectors’ commissioning progress. Ranges reflect the uncertainty in the detector noise spectra shown in
Figure 1. The achieved binary neutron star (BNS) ranges for 2016 – 2017 are characteristic of performance
to date, not for the complete run. The burst ranges assume standard-candle emission of 10�2 M�c2 in
gravitational waves at 150 Hz and scale as E1/2

GW, so it is greater for more energetic sources (such as binary
black holes). The BNS localization is characterized by the size of the 90% credible region (CR) and the
searched area. These are calculated by running the BAYESTAR rapid sky-localization code [189] on a
Monte Carlo sample of simulated signals, assuming senisivity curves in the middle of the plausible ranges
(the geometric means of the upper and lower bounds). The variation in the localization reflects both the
variation in duty cycle between 70% and 75% as well as Monte Carlo statistical uncertainty. The estimated
number of BNS detections uses the actual BNS for 2015 – 2016, and the expected range otherwise; future
runs assume a 70 – 75% duty cycle for each instrument. The BNS detection numbers also account for
the uncertainty in the BNS source rate density [73]. Estimated BNS detection numbers and localization
estimates are computed assuming a signal-to-noise ratio greater than 12. Burst localizations are expected to
be broadly similar to those derived from timing triangulation, but vary depending on the signal bandwidth;
the median burst searched area (with a false alarm rate of ⇠ 1 yr�1) may be a factor of ⇠ 2 – 3 larger than
the values quoted for BNS signals [202]. No burst detection numbers are given, since the source rates
are currently unknown. Numbers for 2016 – 2017 include Virgo, and do not take into account that Virgo
only joined the observations for the latter part the run. The 2024+ scenario includes LIGO-India at design
sensitivity.

Epoch 2015 – 2016 2016 – 2017 2018 – 2019 2020+ 2024+
Planned run duration 4 months 9 months 12 months (per year) (per year)

Expected burst range/Mpc
LIGO 40 – 60 60 – 75 75 – 90 105 105
Virgo — 20 – 40 40 – 50 40 – 70 80

KAGRA — — — — 100

Expected BNS range/Mpc
LIGO 40 – 80 80 – 120 120 – 170 190 190
Virgo — 20 – 65 65 – 85 65 – 115 125

KAGRA — — — — 140

Achieved BNS range/Mpc
LIGO 60 – 80 60 – 100 — — —
Virgo — 25 – 30 — — —

KAGRA — — — — —
Estimated BNS detections 0.002 – 2 0.007 – 30 0.04 – 100 0.1 – 200 0.4 – 400

Actual BNS detections 0 — — — —

90% CR % within 5 deg2 < 1 1 – 5 1 – 4 3 – 7 23 – 30
20 deg2 < 1 7 – 14 12 – 21 14 – 22 65 – 73

median/deg2 460 – 530 230 – 320 120 – 180 110 – 180 9 – 12

Searched area % within 5 deg2 4 – 6 15 – 21 20 – 26 23 – 29 62 – 67
20 deg2 14 – 17 33 – 41 42 – 50 44 – 52 87 – 90

5 Conclusions

We have presented possible observing scenarios for the Advanced LIGO, Advanced
Virgo and KAGRA network of GW detectors, with emphasis on the expected sensitivi-
ties and sky-localization accuracies. This network began operation in September 2015.
The first BBH detection was made promptly after the start of observations. However,
unless the most optimistic astrophysical rates hold, two or more detectors with an
average range of at least 100 Mpc and with a run of several months will be required
for BNS detection.
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and consider three values 1, 0.5, 0Lg = { } for the power law
index below this second break. We normalize these three cases
to 40 triggered SGRBs per year for GBM, and the 1Lg = case
corresponds to the simple extension discussed above. For
reference, Figure 6 shows the local SGRB occurrence rate for
L 1 10min

47= ´ erg s−1 and 1, 0.5, 0Lg = { } indicated by the
red, blue, and green dotted curves, respectively, and the BNS
merger rate 1540 Gpc yr1220

3200 3 1
-
+ - - determined with the detection

of GW170817 (gray band, with the mean in black; Abbott et al.
2017e). The 1Lg = case produces the largest number of
subluminous SGRBs, and leads to a sharp departure at redshift
∼0.005 from volumetric detection to detection limited by the
GBM sensitivity. For 0Lg = the transition is smoother as there
is only a small number of subluminous SGRBs, and the
observed rate departs gradually from the occurrence rate.

When we include the luminosity of GRB170817A by
setting L 1 10min

47= ´ erg s−1 and 1Lg = , the expected

detection rate at a redshift of z 0.1» is around a factor of 2
higher than for the Wanderman & Piran (2015) model. At a
redshift of z 0.01» , which is close to the observed redshift for
GRB170817A, rather than expecting to observe 1 event per
650 years with GBM, this is increased to 1 per year. The
expected detection rate at a this redshift for the 0.5Lg = and

0Lg = extensions is of roughly 1 observed event per 10 and 65
years, respectively. The expectations we obtain for GBM are
consistent with the distribution of SGRBs with known redshifts
reported in Table 2, in Appendix B.
Using the BNS merger volumetric rate estimated from

GW170817 as a new input to the detection rate calculation
presented in Abbott et al. (2017a), the LIGO–Virgo detection
rate is narrowed down from 0.04–100 to ∼1–50 BNS
coalescences during the 2018–19 observing run, with the
remaining uncertainty arising in part from the not-yet-known
detector sensitivities during that run. At design sensitivity, the
LIGO and Virgo detectors can expect to detect ∼6–120 BNS
coalescences per year, as opposed to the previously estimated
0.1–200 BNS coalescences per year. Inclusion of any
additional BNS detections in the meantime will allow this
prediction to be further sharpened.
Independently, we use the GBM detection rate as a function

of redshift to predict joint GW–GRB BNS detection rates
(Clark et al. 2015). Both the rates and their relative
uncertainties are significantly reduced, compared to the GW-
only detection rate estimates above, since the majority of
distant mergers will be undetectable by GBM and the GBM

Figure 6. Predicted detection rates per year as a function of redshift. The red, blue, and green solid lines refer to the GBM observed SGRB rate assuming a minimum
luminosity Lmin of1 1047´ erg s−1, and 1La = , 2Lb = and 1, 0.5, 0Lg = { } in Equation (21), respectively. The purple solid line refers to the base model with Lmin
of 5 1049´ erg s−1. The four curves are normalized by imposing 40 triggered SGRB per year. As Lg increases, the observed rate is no longer volumetric at lower and
lower redshifts, because a fraction of SGRBs becomes too dim to be detected. For reference, the red, blue and green dot-dashed curves show the local SGRB
occurrence rate for L 1 10min

47= ´ erg s−1 and 1, 0.5, 0Lg = { }, respectively. The black line and gray band show the BNS merger rate 1540 Gpc yr1220
3200 3 1

-
+ - -

determined with the detection of GW170817 (Abbott et al. 2017e). For comparison, the measured SGRBs redshift distribution from Table 2 is shown in cyan, and is
broadly compatible with all of the models. The dotted vertical cyan line refers to the redshift of GRB170817A host galaxy.
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GRB170817A, rather than expecting to observe 1 event per
650 years with GBM, this is increased to 1 per year. The
expected detection rate at a this redshift for the 0.5Lg = and

0Lg = extensions is of roughly 1 observed event per 10 and 65
years, respectively. The expectations we obtain for GBM are
consistent with the distribution of SGRBs with known redshifts
reported in Table 2, in Appendix B.
Using the BNS merger volumetric rate estimated from

GW170817 as a new input to the detection rate calculation
presented in Abbott et al. (2017a), the LIGO–Virgo detection
rate is narrowed down from 0.04–100 to ∼1–50 BNS
coalescences during the 2018–19 observing run, with the
remaining uncertainty arising in part from the not-yet-known
detector sensitivities during that run. At design sensitivity, the
LIGO and Virgo detectors can expect to detect ∼6–120 BNS
coalescences per year, as opposed to the previously estimated
0.1–200 BNS coalescences per year. Inclusion of any
additional BNS detections in the meantime will allow this
prediction to be further sharpened.
Independently, we use the GBM detection rate as a function
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only detection rate estimates above, since the majority of
distant mergers will be undetectable by GBM and the GBM
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luminosity Lmin of1 1047´ erg s−1, and 1La = , 2Lb = and 1, 0.5, 0Lg = { } in Equation (21), respectively. The purple solid line refers to the base model with Lmin
of 5 1049´ erg s−1. The four curves are normalized by imposing 40 triggered SGRB per year. As Lg increases, the observed rate is no longer volumetric at lower and
lower redshifts, because a fraction of SGRBs becomes too dim to be detected. For reference, the red, blue and green dot-dashed curves show the local SGRB
occurrence rate for L 1 10min
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broadly compatible with all of the models. The dotted vertical cyan line refers to the redshift of GRB170817A host galaxy.

16

The Astrophysical Journal Letters, 848:L13 (27pp), 2017 October 20 Abbott et al.

Updated Expectations
• Use LIGO-Virgo BNS rate 

• Extend GRB luminosity 
distribution down as 
 
 
 
 

• Fit GRB rate to 40 per year 
observed in Fermi GBM 
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low-spin case and (1.0, 0.7) in the high-spin case. Further
analysis is required to establish the uncertainties of these
tighter bounds, and a detailed studyof systematics is a subject
of ongoing work.
Preliminary comparisons with waveform models under

development [171,173–177] also suggest the post-
Newtonian model used will systematically overestimate
the value of the tidal deformabilities. Therefore, based on
our current understanding of the physics of neutron stars,
we consider the post-Newtonian results presented in this
Letter to be conservative upper limits on tidal deform-
ability. Refinements should be possible as our knowledge
and models improve.

V. IMPLICATIONS

A. Astrophysical rate

Our analyses identified GW170817 as the only BNS-
mass signal detected in O2 with a false alarm rate below
1=100 yr. Using a method derived from [27,178,179], and
assuming that the mass distribution of the components of
BNS systems is flat between 1 and 2 M⊙ and their
dimensionless spins are below 0.4, we are able to infer
the local coalescence rate density R of BNS systems.
Incorporating the upper limit of 12600 Gpc−3 yr−1 from O1
as a prior, R ¼ 1540þ3200

−1220 Gpc−3 yr−1. Our findings are

consistent with the rate inferred from observations of
galactic BNS systems [19,20,155,180].
From this inferred rate, the stochastic background of

gravitational wave s produced by unresolved BNS mergers
throughout the history of the Universe should be compa-
rable in magnitude to the stochastic background produced
by BBH mergers [181,182]. As the advanced detector
network improves in sensitivity in the coming years, the
total stochastic background from BNS and BBH mergers
should be detectable [183].

B. Remnant

Binary neutron star mergers may result in a short- or long-
lived neutron star remnant that could emit gravitational
waves following the merger [184–190]. The ringdown of
a black hole formed after the coalescence could also produce
gravitational waves, at frequencies around 6 kHz, but the
reduced interferometer response at high frequencies makes
their observation unfeasible. Consequently, searches have
been made for short (tens of ms) and intermediate duration
(≤ 500 s) gravitational-wave signals from a neutron star
remnant at frequencies up to 4 kHz [75,191,192]. For the
latter, the data examined start at the time of the coalescence
and extend to the end of the observing run on August 25,
2017. With the time scales and methods considered so far
[193], there is no evidence of a postmerger signal of

FIG. 5. Probability density for the tidal deformability parameters of the high and low mass components inferred from the detected
signals using the post-Newtonian model. Contours enclosing 90% and 50% of the probability density are overlaid (dashed lines). The
diagonal dashed line indicates the Λ1 ¼ Λ2 boundary. The Λ1 and Λ2 parameters characterize the size of the tidally induced mass
deformations of each star and are proportional tok2ðR=mÞ5. Constraints are shown for the high-spin scenario jχj ≤ 0.89 (left panel) and
for the low-spin jχj ≤ 0.05 (right panel). As a comparison, we plot predictions for tidal deformability given by a set of representative
equations of state [156–160] (shaded filled regions), with labels following [161], all of which support stars of 2.01M⊙. Under the
assumption that both components are neutron stars, we apply the function ΛðmÞ prescribed by that equation of state to the 90% most
probable region of the component mass posterior distributions shown in Fig. 4. EOS that produce less compact stars, such as MS1 and
MS1b, predict Λ values outside our 90% contour.
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Table 3 Summary of a plausible observing schedule, expected sensitivities, and source localization with
the Advanced LIGO, Advanced Virgo and KAGRA detectors, which will be strongly dependent on the
detectors’ commissioning progress. Ranges reflect the uncertainty in the detector noise spectra shown in
Figure 1. The achieved binary neutron star (BNS) ranges for 2016 – 2017 are characteristic of performance
to date, not for the complete run. The burst ranges assume standard-candle emission of 10�2 M�c2 in
gravitational waves at 150 Hz and scale as E1/2

GW, so it is greater for more energetic sources (such as binary
black holes). The BNS localization is characterized by the size of the 90% credible region (CR) and the
searched area. These are calculated by running the BAYESTAR rapid sky-localization code [189] on a
Monte Carlo sample of simulated signals, assuming senisivity curves in the middle of the plausible ranges
(the geometric means of the upper and lower bounds). The variation in the localization reflects both the
variation in duty cycle between 70% and 75% as well as Monte Carlo statistical uncertainty. The estimated
number of BNS detections uses the actual BNS for 2015 – 2016, and the expected range otherwise; future
runs assume a 70 – 75% duty cycle for each instrument. The BNS detection numbers also account for
the uncertainty in the BNS source rate density [73]. Estimated BNS detection numbers and localization
estimates are computed assuming a signal-to-noise ratio greater than 12. Burst localizations are expected to
be broadly similar to those derived from timing triangulation, but vary depending on the signal bandwidth;
the median burst searched area (with a false alarm rate of ⇠ 1 yr�1) may be a factor of ⇠ 2 – 3 larger than
the values quoted for BNS signals [202]. No burst detection numbers are given, since the source rates
are currently unknown. Numbers for 2016 – 2017 include Virgo, and do not take into account that Virgo
only joined the observations for the latter part the run. The 2024+ scenario includes LIGO-India at design
sensitivity.

Epoch 2015 – 2016 2016 – 2017 2018 – 2019 2020+ 2024+
Planned run duration 4 months 9 months 12 months (per year) (per year)

Expected burst range/Mpc
LIGO 40 – 60 60 – 75 75 – 90 105 105
Virgo — 20 – 40 40 – 50 40 – 70 80

KAGRA — — — — 100

Expected BNS range/Mpc
LIGO 40 – 80 80 – 120 120 – 170 190 190
Virgo — 20 – 65 65 – 85 65 – 115 125

KAGRA — — — — 140

Achieved BNS range/Mpc
LIGO 60 – 80 60 – 100 — — —
Virgo — 25 – 30 — — —

KAGRA — — — — —
Estimated BNS detections 0.002 – 2 0.007 – 30 0.04 – 100 0.1 – 200 0.4 – 400

Actual BNS detections 0 — — — —

90% CR % within 5 deg2 < 1 1 – 5 1 – 4 3 – 7 23 – 30
20 deg2 < 1 7 – 14 12 – 21 14 – 22 65 – 73

median/deg2 460 – 530 230 – 320 120 – 180 110 – 180 9 – 12

Searched area % within 5 deg2 4 – 6 15 – 21 20 – 26 23 – 29 62 – 67
20 deg2 14 – 17 33 – 41 42 – 50 44 – 52 87 – 90

5 Conclusions

We have presented possible observing scenarios for the Advanced LIGO, Advanced
Virgo and KAGRA network of GW detectors, with emphasis on the expected sensitivi-
ties and sky-localization accuracies. This network began operation in September 2015.
The first BBH detection was made promptly after the start of observations. However,
unless the most optimistic astrophysical rates hold, two or more detectors with an
average range of at least 100 Mpc and with a run of several months will be required
for BNS detection.

1
1 - 50 6 - 120

Estimated GW-GRB                                                            0.1 - 1.4     0.3 - 1.7
Actual GW-GRB                                                   1                   -                 -

From “Gravitational Waves and Gamma-Rays from a Binary Neutron Star Merger” 6
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Measuring Inclination

• Face-on signals are left/right 
circularly polarized 

• To bound inclination, need to 
observe difference from 
circular polarization 

• Require good sensitivity to 
both GW polarizations
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Measuring Inclination

• Face-on signals are left/right 
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observe difference from 
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GW only observations
• Will measure chirp mass 

well, not component masses  
(Hannam+, 2013) 
 
 
 
 
 

• Will increasingly move 
towards population based 
statements on masses, 
spins, equation of state

The Astrophysical Journal Letters, 766:L14 (5pp), 2013 March 20 Hannam et al.

signals detected by aLIGO are likely to have signal-to-noise
ratios (S/Ns) close to the observable network threshold of
∼12 (Abadie et al. 2012), we focus on signals with S/Ns
10–20, which will account for ∼80% of observations. For these
S/Ns, we find that the mass-ratio–spin degeneracy will prevent
us from accurately measuring component masses. We identify
the region of the mass parameter space for which it will not
be possible to determine whether the compact objects are BHs
or NSs using gravitational-wave observations alone, when we
can conclusively measure compact-object masses outside the
currently observed limits, and show how the observation of
an electromagnetic counterpart to an NSBH could be used to
constrain the BH spin.

2. PARAMETER ESTIMATION METHOD

Fisher matrix methods show that the binary’s chirp mass is
recovered well by matched filtering, with accuracies of ∼0.01%
for typical BNS systems in aLIGO (Finn & Chernoff 1993; Arun
et al. 2005). If we assume that the NSs are non-spinning η can be
measured to an accuracy of ∼1.3% (Arun et al. 2005). Estimates
of the effect of the mass-ratio–spin degeneracy were first made
by Cutler & Flanagan (1994) and Poisson & Will (1995) using
the Fisher approach. The degeneracy between the mass ratio
and the total effective spin χ = (m1χ1 + m2χ2)/(m1 + m2)
degrades the ability to measure the mass ratio and hence the
component masses. We go beyond these studies, using the
method introduced in Baird et al. (2013), to equate a confidence
interval with a region where the match between the signal
and model waveforms exceeds a given threshold. We use this
method to investigate parameter degeneracies for a wide range
of binaries and interpret the expected measurement accuracy in
the context of the astrophysical questions discussed above.

We model the waveforms with the TaylorF2 inspiral approx-
imant (Sathyaprakash & Dhurandhar 1991; Cutler & Flanagan
1994; Droz et al. 1999) to leading order in amplitude and 3.5
post-Newtonian (PN) order in phase (Blanchet et al. 1995, 2002,
2004, 2005) with spin-orbit terms to 2.5PN order and spin terms
to 2PN order (Kidder et al. 1993; Kidder 1995). For systems
with total masses below ∼8 M⊙, our results with TaylorF2 are
consistent with those from phenomenological BBH models that
include the merger and ringdown (Ajith et al. 2011; Santamaria
et al. 2010), calibrated against numerical-relativity waveforms
with mass ratios up to 1:4 (Hannam et al. 2010). For the higher
mass BBH results in Section 4 we use the full merger model.
Throughout, we assume for simplicity that the component spins
are aligned with the orbital angular momentum. In this case,
the binary’s distance, orientation, and sky location affect only
the overall amplitude of the waveform, and we do not consider
them here.

For two waveforms h1 and h2 the match is given by

M = max
∆t,∆φ

(h1|h2)√
(h1|h1)(h2|h2)

, (1)

where (a|b) is the standard noise-weighted inner product

(a|b) = 4 Re
∫ ∞

0

ã(f )b̃∗(f )
Sn(f )

df. (2)

In all cases we use a noise sensitivity Sn(f ) corresponding to the
zero-detuned high-power configuration of aLIGO (Shoemaker
2009) with a 15 Hz low frequency cutoff. We construct a 90%
confidence region for a signal in the (m1,m2,χ ) space, which
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Figure 1. 90% confidence region around a 1.35–1.35 M⊙ BNS system at S/N
10 (gray) and S/N 20 (black) in the zero-detuned high-power configuration
of aLIGO. The vertical bars indicate where the S/N 10 confidence region
would be truncated if we restrict to non-spinning NSs, and if we restrict
to NS spins less than 0.05. The inset shows the total effective spin χ =
(m1χ1 + m2χ2)/(m1 + m2) of the waveforms, with respect to the mass of the
larger body.

corresponds to the three-dimensional region where M ! 0.968
(0.992) for an S/N of 10 (20) (Baird et al. 2013). This method
is more accurate at low S/Ns than the Fisher matrix approach.

3. NEUTRON-STAR BINARIES

Observed NS masses currently lie between 1.0 ± 0.10 M⊙
(Rawls et al. 2011) and 1.97 ± 0.04 M⊙ (Demorest et al. 2010).
General relativity and causality place a strict upper limit on the
maximum NS mass of 3.2 M⊙ (Rhoades & Ruffini 1974); the
actual maximum mass is determined by the as yet unknown
NS EOS. The observed masses of stars in double NS systems
are narrower with a peak at 1.35 M⊙ and a width of 0.13 M⊙
(Kiziltan et al. 2010). We begin by considering a canonical BNS
system with masses m1 = m2 = 1.35 M⊙ and no spins. Figure 1
shows the regions of the mass plane that are consistent with this
source at 90% confidence for S/Ns 10 and 20. The component
masses consistent with the signal lie roughly along a line of
constant chirp mass. However, there is significant spread in the
recovered component masses due to the degeneracy between η
and χ1,2 in the gravitational-wave phase evolution. Typically,
the degeneracy persists over a range of 0.3 in χ .

If we assume that the compact objects are non-spinning, the
component masses are recovered in the ranges 1.15–1.35 M⊙
and 1.35–1.6 M⊙. The observed spins of double NSs are low,
with a minimum observed period of 22.70 ms for J0737− 3039A
(Burgay et al. 2003), i.e., χ ∼ 0.02, where the NS period can
be related to the spin by approximately

χ =
(

2πcI

Gm2

)(
1
T

)
≈ 0.4

(
1 ms
T

)
. (3)

If we constrain the NSs to have a spin χ " 0.05, the range
of consistent component masses extends to 1.0–1.35 M⊙ and
1.35–1.9 M⊙. Therefore, at typical S/Ns, we would be unable
to distinguish the canonical 1.35 M⊙ BNS from a more exotic
BNS with m1 = 1.0 M⊙,m2 = 1.9 M⊙.

The fastest spinning pulsar (PSR J1748− 2446ad) has a period
of 1.4 ms, or χ ∼ 0.3 (Hessels et al. 2006). NSs are considered
unlikely to have a period less than 1 ms (Chakrabarty 2008),
although breakup frequencies could be a factor of ∼2 higher
(Lo & Lin 2011). If we allow for larger component spins,
the region consistent with the canonical BNS system extends

2
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V TESTS OF GENERAL RELATIVITY

over the calibration. For most parameters the change
is negligible. The most significant e↵ect of calibration
uncertainty is on sky localization. Excluding calibration
uncertainty reduces the 90% credible area by ⇠ 2%.

IV. POPULATION INFERENCE

Gravitational-wave observations are beginning to re-
veal a population of merging binary black holes. With
four probable mergers we can only roughly constrain the
population. Here we fit a hierarchical single-parameter
population model to the three probable mergers from first
observing run [13] and GW170104. We assume that the
two-dimensional mass distribution of mergers is the com-
bination of a power law in m1 and a flat m2 distribution,

p (m1, m2) / m
�↵
1

1

m1 � mmin
, (1)

with mmin = 5M� [45–47], and subject to the constraint
that M  Mmax, with Mmax = 100 M�, matching the
analysis from the first observing run [13, 48]. Our sensi-
tivity to these choices for lower and upper cut-o↵ masses
is much smaller than the statistical uncertainty in our
final estimate of ↵. The marginal distribution for m1 is

p (m1) / m
�↵
1

min (m1, Mmax � m1) � mmin

m1 � mmin
, (2)

and the parameter ↵ is the power-law slope of the
marginal distribution for m1 at masses m1  Mmax/2.
The initial mass function of stars follows a similar power-
law distribution [49, 50], and the mass distribution of
companions to massive stars appears to be approximately
uniform in the mass ratio q [51–53]. While the initial–
final mass relation in binary black hole systems is com-
plicated and nonlinear [54–57], this simple form provides
a sensible starting point for estimating the mass distri-
bution.

Accounting for selection e↵ects and the uncertainty
in our estimates of the masses of our four events, and
imposing a flat prior on the parameter ↵ [13], we find
↵ = 2.3+1.3

�1.4. Our posterior on ↵ appears in Fig. 7. The
inferred posterior on the marginal distribution for m1

appears in Fig. 8; the turnover for m1 > 50 M� is a con-
sequence of our choice of Mmax = 100 M� in Eq. (2).

V. TESTS OF GENERAL RELATIVITY

The tests of GR use the same algorithm base de-
scribed in Sec. III [8] for estimation of source param-
eters, with appropriate modifications to the analytical
waveform models [13, 58]. In the Fourier domain, gravi-
tational waves from a coalescing binary can be described
by

h̃GR(f) = Ã(f ; ~#GR)ei (f ;~#GR)
, (3)
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FIG. 7. The posterior distribution for the power-law slope of
the massive component of the binary black hole mass distribu-
tion, ↵, described in the main text, using the three probable
events from the first observing run [13] and GW170104. We
find the median and 90% credible interval are ↵ = 2.3+1.3

�1.4.
The black line indicates the Salpeter law [49] slope used in
the power-law population for estimating binary black hole
coalescence rates.
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FIG. 8. The posterior probability distribution for the pri-
mary component mass m1 of binary black holes inferred from
the hierarchical analysis. The black line gives the posterior
median as a function of mass, and the dark and light grey
bands give the 50% and 90% credible intervals. The colored
vertical bands give the 50% credible interval from the pos-
terior on m1 from the analyses of (left to right) GW151226,
LVT151012, GW170104, and GW150914. The marginal mass
distribution is a power law for m1  50M�, and turns over
for m1 � 50M� due to the constraint on the two-dimensional
population distribution that m1 +m2  100M�.

where ~#GR are the parameters of the source (e.g., masses
and spins) in GR. The tests of GR we perform, except for
the inspiral–merger–ringdown consistency test, introduce
a dephasing term with an unknown prefactor that cap-
tures the magnitude of the deviation from GR. While we
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of these events were analyzed in single-detector mode by the
modeled search for NS binaries: the ability of this search to
run with data from only one detector thus allows us to
significantly increase our sample.

2.1. GRB150906B

In addition to the GRBs in the sample we described above,
we also consider GRB 150906B, an event of particular interest
due to its potential proximity. It occurred on 2015 September 6
at 08:42:20.560 UTC and was detected by the IPN(Golenetskii
et al. 2015; Hurley et al. 2015). At the time of GRB150906B,
the Advanced LIGO detectors were undergoing final prepara-
tions for O1. Nonetheless, the 4 km detector in Hanford was
operational at that time.

GRB150906B was observed by the Konus–Wind, INT-
EGRAL, Mars Odyssey, and Swift satellites. It was outside the
coded field of view of the Swift BAT, and, consequently,
localization was achieved by triangulation of the signals
observed by the four satellites(Hurley et al. 2015). The
localization region of GRB150906B lies close to the local
galaxy NGC 3313, which has a redshift of 0.0124 at a
luminosity distance of 54 Mpc(Levan et al. 2015). This
galaxy lies 130 kpc in projection from the GRB error box,
a distance that is consistent with observed offsets of short
GRBs from galaxies and with the expected supernova kicks
imparted on NS binary systems(Berger 2011). NGC3313
is part of a group of galaxies, and it is the brightest among
this group. Other, fainter members of the group also lie close
to the GRB error region, as shown in Figure 1. In addition,
there are a number of known galaxies at around 500 Mpc
within the error region of the GRB(Bilicki et al. 2013). For
the GW search, we use a larger error region with a more
conservative error assumption. Follow-up electromagnetic
observations of the GRB were not possible due to its
proximity to the Sun.

The Konus–Wind observation of GRB150906B was further
used to classify the GRB(Svinkin et al. 2015). It was
observed to have a duration of150 T 0.952 0.03650 = o( ) s
and T 1.642 0.07690 = o( ) s, which places it at the longer end
of the short GRB distribution. Furthermore, GRB150906B lies
between the peaks of the short/hard and long/soft Konus–
Wind GRB distributions in the log T50–log HR32 hardness–
duration diagram, where log HR32 is the (logarithm of the) ratio
of counts in the 200, 760[ ] keV and 50, 200[ ] keV bands
(Svinkin et al. 2015). Thus, a firm classification of the GRB as
either short or long is problematic.
Assuming GRB150906B originated in NGC3313 yields an

isotropic-equivalent γ-ray energy E 10iso
49~ erg(Levan et al.

2015). This is consistent with inferred luminosities of short
GRBs with measured redshifts(Berger 2011), albeit at the
lower end of the distribution of Eiso values. Theoretical
arguments(Ruffini et al. 2015; Zhang et al. 2015) suggest that
the energetics fit better with a more distant system around
500Mpc, possibly originating from one of the galaxies within
the error region.

3. Considerations on GRB Progenitors

As discussed previously, BNS and NS-BH mergers are the
most plausible progenitors for the majority of short GRBs,
while the progenitors of long GRBs are extreme cases of stellar
collapse. In this section, we provide considerations on the main
properties of the sources that we target with our searches in
order to address these scenarios.

3.1. Short-duration GRBs

The modeled search for GWs emitted by NS binary mergers
addresses the case of short GRB events. While not all NS
binary mergers necessarily lead to a short GRB, this search
looks for a GW counterpart to a short GRB event under the
assumption that short GRBs are generated by NS binary
mergers. In the standard scenario (Eichler et al. 1989;
Paczynski 1991; Narayan et al. 1992; Nakar 2007), as the
two companions spiral inward together due to the emission of
GWs, the NSs are expected to tidally disrupt before the
coalescence, in order to create a massive torus remnant in
the surroundings of the central compact object that is formed by
the binary coalescence. The matter in the torus can then power
highly relativistic jets along the axis of total angular
momentum(Blandford & Znajek 1977; Rosswog & Ramirez-
Ruiz 2002; Lee & Ramirez-Ruiz 2007). This picture is
supported by observational evidence(Berger 2011; Berger
et al. 2013; Tanvir et al. 2013) and numerical simulations (e.g.,
Rezzolla et al. 2011; Kiuchi et al. 2015) but has not yet been
fully confirmed.
The form of the GW signal emitted by a compact binary

coalescence depends on the masses (m m,NS comp) and spins of
the NS and its companion (either an NS or a BH), as well as the
spatial location and orientation relative to the detector. In the
remainder of this section we therefore discuss observational
constraints on these properties and our choices regarding them
that are folded into our search for BNS and NS-BH progenitors
of short GRBs.

Figure 1. Overlay of the error box for GRB150906B on the sky(Levan et al.
2015). A number of galaxies are at around 50 Mpc, while some of the
galaxies within the error region are at ∼500 Mpc(G. Dálya et al. 2016, in
preparation).

150 Similarly to T90, T50 is the time interval over which 50% of the total
background-subtracted photon counts are observed.
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transient method and 19 GRBs, classified as short or
ambiguous, using the NS binary search method. In addition,
we used the NS binary search method to analyze
GRB150906B, which occurred prior to 2015 September 12.
The detailed list of analyzed GRBs and the search results are
provided in Table 3 in the Appendix.

Overall, the RAVEN(Urban 2016) analysis yielded no
temporal coincidences between GW candidates from low-
latency searches and GRB triggers. With the two offline
searches, we found no noteworthy individual events, nor
evidence for a collective signature of weak GW signals
associated with the GRB population. The distribution of
observed p-values is shown in Figure 2; for GRBs with no

event in the on-source, we provide an upper bound on the
p-value equal to 1 and a lower bound determined by counting
the fraction of background trials that yield no event: this
explains the feature in the top right corner of the top panel.
These p-values are combined using the weighted binomial
test(Abadie et al. 2012a) to quantitatively assess the
population consistency with the no-signal hypothesis. This
test looks at the lowest 5% of p-values weighted by the prior
probability of detection based on the GW sensitivity at the
time of and from the direction of the GRB. The NS binary
(generic transient) search method yielded a combined p-value
of 57% (75%).
Given that the analyses returned no significant event, we

place limits on GW emission based both on binary mergers
in the case of short GRBs and on generic GW transient signal
models for all 42 GRBs in our sample. For a given
signal morphology, the GW analysis efficiently recovers
signals up to a certain distance that depends on the sensitivity
of the detectors at the time and sky position of a given
GRB event. We quote a 90% confidence level lower limit on
the distance D90% to each GRB progenitor, that is,
the distance at which 90% of simulated signals are recovered
with a ranking statistic that is greater than the largest
value actually measured. The quoted exclusion distances
are marginalized over systematic errors introduced by the
mismatch of a true GW signal and the waveforms used in
the simulations, and over amplitude and phase errors from
the calibration of the detector data. The median exclusion
distances are summarized in Table 2, while the cumulative
distributions of exclusion distances for a subset of injected
signal populations are shown in Figure 3. For short
GRBs, the median exclusion distance is between 90 and
150 Mpc depending on the assumed NS binary progenitor,
whereas for all GRBs and a generic GW signal model,
the median exclusion distance is between 15 Mpc and

Figure 4. Combined exclusion distance for 20 short GRBs analyzed with
the coalescence search for both a BNS and an NS-BH progenitor (top) and for
all 31 GRBs analyzed with the generic transient search for ADI-A and standard
siren CSG GW transients at 150 Hz with an energy of E M c10GW

2 2= -
:

(bottom). We exclude at 90% confidence level cumulative distance distribu-
tions that pass through the region above the solid curves. For reference, the red
staircase curve shows the cumulative distribution of measured redshifts for
short GRBs (top; Leibler & Berger 2010; Fong et al. 2015; Siellez et al. 2016)
and Swift GRBs (bottom; Jakobsson et al. 2006, 2012). The dashed curves are
an extrapolation of these results to 2 years of Advanced LIGO operation at
design sensitivity.

Figure 5. Exclusion confidence level for binaries at 54Mpc from Earth as a
function of the jet opening half-angle jetq of the binary. The simulated signals
were performed with a uniform distribution in the cosine of the inclination
angle ι, hence with a small number of cases at low ι. This causes a small
decrease in confidence for jet angles below 20° due to a larger statistical
uncertainty.
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Exclusion  
confidence  
at 54 Mpc

100 Mpc. The results for the NS binary search can be
compared to the ranges reported in Tables 1 and 2 of Abbott
et al. (2016c) for the all-time, all-sky search for GWs
emitted by BNS and NS-BH systems in O1. Both searches
are most sensitive to aligned-spin NS-BH binaries and least
sensitive to BNS binaries. This hierarchy is determined
by the masses and by the degree of spin misalignment
involved in the simulated source populations: all else being
equal, GW detectors are less sensitive to lower mass systems
because these have smaller GW amplitudes, while searches
performed with aligned spin templates progressively lose
in efficiency as precession effects in the source become
more and more marked. Further, as discussed by Williamson
et al. (2014), the targeted, coherent search is sensitive
to distances that are 20%–25% greater than those achieved
by a coincident all-sky search. This explains why the
distances reported here are greater than those in Abbott
et al. (2016c). Clearly, this is a rough comparison because the
injected populations considered here and by the all-sky all-
time search are different, particularly with regards to the
choice of BH masses and to the restriction set on the
inclination angle.

By combining results from all analyzed GRBs, we place
exclusions on GRB progenitor populations. To do this,
we use a simple population model, where all GRB
progenitors have the same GW emission (standard sirens),
and perform exclusions on cumulative distance distributions.
We parameterize the distance distribution with two compo-
nents: a fraction F of GRBs distributed with a constant
comoving density rate up to a luminosity distance R, and
a fraction F1 - at effectively infinite distance. This
simple model yields a parameterization of astrophysical
GRB distance distribution models that predict a uniform
local rate density and a more complex dependence at redshift
higher than 0.1, given that the high-redshift part of
the distribution is beyond the sensitivity of current
GW detectors. The exclusion is then performed in the
(F, R) plane. (For details of this method, see Appendix B
of Abadie et al. 2012a.) The exclusion for BNS and NS-BH

sources is shown in the top panel of Figure 4. The
bottom panel instead shows the exclusion for the ADI-A
model and for GW transient signals modeled as CSGs at 150
Hz, under the optimistic assumption that the energy emitted
in GWs by every GRB is E M c10GW

2 2= -
: . For comparison,

we plot the redshift distribution of short GRBs (or for all
GRBs observed by Swift). In neither case does the exclusion
line come close to the observed population redshift,
indicating that it would have been unlikely to observe an
event in this analysis.
An extrapolation of these results to 2 years of operation at

Advanced LIGO design sensitivity, which is a factor of ∼3
better than the one obtained during O1 (Abbott et al. 2016a;
Martynov et al. 2016), is shown in Figure 4. For short GRBs,
the observations will then probe the nearby tail of the
distribution and therefore the validity of the NS binary
merger origin of short GRBs. Long GRB observations,
however, will only probe nearby faint GRB events at redshift
∼0.1, either achieving a detection from a nearby GRB or
excluding that all nearby long GRBs have a very energetic
GW emission with E M c10GW

2 2~ -
: . In this respect, under

the less optimistic assumption that E M c10GW
4 2~ -

: for all
nearby long GRBs, would shift the extrapolated CSG
exclusion region to redshifts that are an order of magnitude
lower (see, e.g., Figure 7 in Aasi et al. 2014b). These
extrapolations and conclusions are consistent with previous
extrapolations(Aasi et al. 2014b).

5.1. GRB150906B

If NGC3313 were indeed the host of an NS binary merger
progenitor of GRB150906B, Advanced LIGO should have
detected a GW signal associated with the event, given the
proximity of this galaxy located at a luminosity distance of
54 Mpc from Earth. A similar hypothesis was previously
tested with the initial LIGO detectors for GRB051103
and GRB070201, the error boxes of which overlapped the
M81/M82 group of galaxies and M31, respectively (Abbott
et al. 2008; Abadie et al. 2012b). In both cases, a binary
merger scenario was excluded with greater than 90%
confidence, and the preferred scenario is that these events
were extragalactic soft-gamma-repeater flares.
The NS binary search described in Section 4.2 found no

evidence for a GW signal produced at the time and sky position
of GRB 150906B. The most significant candidate event in the
on-source region around the time of the GRB had a p-value
of 53%.
This null-detection result allows us to compute the

frequentist confidence with which our search excludes a binary
coalescence in NGC 3313. This confidence includes both the
search efficiency at recovering signals as well as our
uncertainty in measuring such efficiency. Figure 5 shows the
exclusion confidence for BNS and NS-BH systems as a
function of the jet half-opening angle jetq , assuming a
distance159 to NGC3313 of 54 Mpc and that the NS binary
inclination angle ι between the total angular momentum axis
and the line of sight is distributed uniformly in cos i up to jetq .
If we assume an isotropic (i.e., unbeamed) γ-ray emission from

Figure 6. Exclusion confidence level for three populations of simulated binary
merger signals as a function of distance, given LIGO observations at the time
of GRB150906B.

159 To account for the detector calibration errors in the pre-O1 stage during
which GRB150906B occurred, the simulated signals added in software to the
data for this study were jittered with a Gaussian distribution of 20% in
amplitude and 20° in phase.
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waveforms).158 In particular, the generic time-frequency
excess power method used is equally efficient for descending
(ADI) and ascending (NS binary) chirps. Because this paper
reports results for NS binaries only when these are obtained
with the dedicated, modeled search outlined in Section 4.2,
we will limit the discussion to the case of the other two signal
families.

CSG: For the standard siren CSG signals defined in
Equation (1), we assume an optimistic emission of energy
in GWs of E M c10GW

2 2= -
: . As discussed in Section 3,

this is an upper bound on the predictions: our conclusions
thus represent upper bounds, as we work under the
optimistic assumption that every GRB emits M c10 2 2-

: of
energy in GWs. Further, we construct four sets of such
waveforms with a fixed Q factor of 9 and varying center
frequency (70, 100, 150, and 300 Hz).

ADI: The extreme scenario of ADIs(van Putten 2001; van
Putten et al. 2004) provides long-lasting waveforms that
the unmodeled search has the ability to recover. We
chose the same sets of parameters used in a previous
long-transient search(Abbott et al. 2016b) to cover the
different predicted morphologies. The values of the
parameters are listed in Table 1. As in previous searches,
the clumps in the disk are assumed to be forming at
a distance of 100 km from the BH innermost stable
circular orbit(Ott & Santamaría 2013), which is the
typical distance of the transition to a neutrino
opaque disk where the accretion disk is expected to
have the largest linear density(Lee et al. 2005; Chen &
Beloborodov 2007). This constitutes a deviation from the
original model that brings the GW emission from
∼1 kHz to a few hundred Hz, where the detectors are
more sensitive, thus providing a reasonable means of
testing the ability of the search to detect signals in this

frequency band and with amplitudes comparable to the
original ADI formulation. We note that in the previous
search for long-duration signals associated with
GRBs(Aasi et al. 2013), these signals were normalized
to obtain E M c0.1GW

2= : . These waveforms are tapered
by a Tukey window with 1 s at the start and end of the
waveform to avoid artifacts from the unphysical sharp
start and end of these waveforms.

Finally, calibration errors are folded into the result by jittering the
signal amplitude and time of arrival at each detector, following a
wider Gaussian distribution of 20% in amplitude and 20 degrees in
phase, as this search used the preliminary Advanced LIGO
calibration that had greater uncertainties (Tuyenbayev et al. 2017).

5. Results

A search for GWs in coincidence with GRBs was performed
during O1. We analyzed a total of 31 GRBs using the generic

Table 2
Median 90% Confidence Level Exclusion Distances D90%

NS-BH NS-BH
Short GRBs BNS Aligned Generic

Spins Spins

D90% [Mpc] 90 150 139

CSG CSG CSG CSG
All GRBs

70 Hz 100 Hz 150 Hz 300 Hz

D90% [Mpc] 88 89 71 30

ADI ADI ADI ADI ADI
All GRBs

A B C D E

D90% [Mpc] 31 97 39 15 36

Notes. The short GRB analysis assumes an NS binary progenitor. When all
GRBs are analyzed, a circular sine-Gaussian (CSG) or an accretion disk
instability (ADI) model is used.

Figure 3. Cumulative histograms of the exclusion distances at the 90% con-
fidence level for BNS and NS-BH systems across the sample of short GRBs
(top) and for ADI-A and CSG GW transients at 150 Hz across the sample of all
GRBs analyzed with the generic transient search (bottom). Both ADI-A and
CSG at 150 Hz signals have an emission energy M c10 2 2~ -

: , but for ADI-A
the energy is spread over a ∼100 times longer duration, which explains the
difference in exclusion distances.

158 In general, the sensitivity of an excess power search compared to ideal
match filtering scales as V 0.25, where V is the time-frequency volume of the
signal(Anderson et al. 2001). In practice, the sensitivity of this search
compared to ideal match filtering is similar for CSGs, a factor of ∼2 poorer for
NS merger signals, and a factor of ∼3 poorer for ADI signals. We refer the
interested reader to Sutton et al. (2010) for further details.
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Discussion
• Expect binary neutron star merger observations in 

upcoming LIGO-Virgo-KAGRA observing runs 

• Majority of sources expected to be weaker and at 
greater distance than GW170817 

• Joint, GW only and EM only observations allow us 
to probe NS properties, GRBs and kilonovae.
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Science Case Team
Chairs: Kalogera,  
Sathayprakash

Register  
 https://gw-astronomy.org/

registry/pages/public/gwic-3g-
sct-wg-sign-up 
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