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Majorana returns
Frank Wilczek

In his short career, Ettore Majorana made several profound contributions. One of them, his concept 
of ‘Majorana fermions’ — particles that are their own antiparticle — is finding ever wider relevance in 
modern physics.

Enrico Fermi had to cajole his friend 
Ettore Majorana into publishing 
his big idea: a modi!cation of the 

Dirac equation that would have profound 
rami!cations for particle physics. Shortly 
a"erwards, in 1938, Majorana mysteriously 
disappeared, and for 70 years his modi!ed 
equation remained a rather obscure 
footnote in theoretical physics (Box 1). 
Now suddenly, it seems, Majorana’s 
concept is ubiquitous, and his equation 
is central to recent work not only in 
neutrino physics, supersymmetry and dark 
matter, but also on some exotic states of 
ordinary matter.

Majorana fermions
An electrically charged particle is di#erent 
from its antiparticle as it has the opposite 
electric charge, and electric charge is a 
measurable, stable property. It is possible, 
however, for an electrically neutral particle 
to be its own antiparticle. Photons, which 
have spin 1 in units of the rationalized 
Planck’s constant ħ, are a familiar case; 
neutral pions (spin 0) are a further example, 
and gravitons (spin 2) another. Particles 
that are their own antiparticles must be 
created by !elds φ that obey φ = φ  — 
that is, real !elds, because the complex-
conjugate !elds φ  create their antiparticles. 
$e equations for particles with spin 0, 
spin 1 and spin 2 — the Klein–Gordon, 
Maxwell (electromagnetism) and 
Einstein (general relativity) equations, 
respectively — readily accommodate real 
!elds, as these equations are formulated 
using real numbers.

On the other hand, the neutron (which 
has spin ½), despite being electrically 
neutral, is not its own antiparticle: several 
neutrons can peacefully coexist within 
an atomic nucleus, but an antineutron 
rapidly annihilates. Neither, of course, 
are the most famous spin-½ particles — 
electrons and protons, which are electrically 
charged — their own antiparticles. So it 
is not obvious that we need an equation 
to describe spin-½ particles that are their 
own antiparticles.

Indeed, when, in 1928, Paul Dirac 
discovered1 the theoretical framework 
for describing spin-½ particles, it seemed 
that complex numbers were unavoidable 
(Box 2). Dirac’s original equation contained 
both real and imaginary numbers, and 
therefore it can only pertain to complex 
!elds. For Dirac, who was concerned 
with describing electrons, this feature 
posed no problem, and even came to 
seem an advantage because it ‘explained’ 
why positrons, the antiparticles of 
electrons, exist.

Enter Ettore Majorana. In his 1937 
paper2, Majorana posed, and answered, the 
question of whether equations for spin-½ 
!elds must necessarily, like Dirac’s original 
equation, involve complex numbers. 
Considerations of mathematical elegance 
and symmetry both motivated and guided 
his investigation. Majorana discovered 
that, to the contrary, there is a simple, 
clever modi!cation of Dirac’s equation 
that involves only real numbers. With 
this discovery, Majorana made the idea 
that spin-½ particles could be their own 
antiparticles theoretically respectable, that 
is, consistent with the general principles 
of relativity and quantum theory. In 
his honour, we call such hypothetical 
particles Majorana fermions. But are there 
physical examples?

Are neutrinos Majorana fermions?
Majorana speculated that his equation 
might apply to neutrinos. In 1937, 
neutrinos were themselves hypothetical, 
and their properties unknown. $e 
experimental study of neutrinos 
commenced with their discovery3 in 1956, 
but their observed properties seemed to 
disfavour Majorana’s idea. Speci!cally, there 
seemed to be a strict distinction between 
neutrinos and antineutrinos.

$e distinction is connected with the 
law of lepton-number conservation, which 
applies for each of the leptons — electron 
(e), muon (μ) and tau (τ). For example, 
for electrons, lepton-number conservation 
means that, in any reaction, the total 

number of electrons minus the number of 
antielectrons, plus the number of electron 
neutrinos minus the number of antielectron 
neutrinos is a constant (call it Le). $ese 
laws lead to many successful selection 
rules. For example, the particles (muon 
neutrinos,  νμ) emitted in positive pion (π) 
decay, π+ → μ+ + νμ, will induce neutron-
to-proton conversion νμ + n → μ− + p, 
but not proton-to-neutron conversion 
νμ + p → μ+ + n; the particles (muon 
antineutrinos, ν̄μ) emitted in the negative 
pion decay π− → μ− + ν̄μ obey the opposite 
pattern. Indeed, it was through studies of 
this kind that the existence of di#erent 
‘(avours’ of neutrino, corresponding 
to the di#erent types of charged lepton 
was discovered4.

Of course, if neutrinos really di#er from 
antineutrinos, then they are not Majorana 
fermions. In recent years, however, the 
situation has come to seem less clear-cut, 
for it has been discovered that neutrinos 
oscillate in (avour5. For example, an 
electron antineutrino emitted from the Sun 
can arrive at Earth as a muon antineutrino 
or a tau antineutrino. In some sense this 
is a small e#ect, but when neutrinos travel 
a long way they have time to do rare 
things. $ese (avour oscillations show 
that the separate ‘laws’ of lepton-number 
conservation do not hold: at best, only the 
sum Le + Lμ + Lτ can be strictly conserved.

$us awakened from our dogmatic 
slumber, we re-open Majorana’s question: 
could the distinction between neutrino 
and antineutrino, which seems so plainly 
apparent, be super!cial? (Consider the vast 
perceptual disconnect between the morning 
star and the evening star — yet they’re 
both Venus.)

But how can ν = ν̄ be reconciled with 
those many observations that seemed to 
indicate a distinction? $e point is that 
the ν particles produced in, for example, 
π+ → μ+ + ν are in a very di#erent state of 
motion from the ν̄ particles produced in 
π− → μ− + ν̄. $e former are le" handed, 
spinning in the sense that the !ngers of your 
le" hand point, if your thumb aligns with the 
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velocity, whereas the latter are right handed. 
So, logically, ν and ν̄ and might be the same 
particle, having di!erent behaviours when it 
is in di!erent states of motion.

If you could bring neutrinos and 
antineutrinos to rest, and do experiments 
with them, you could test whether they 
behave the same way. "at is impractical, 
unfortunately: theoretically, the cosmos is 
awash with slow neutrinos, but they are too 
hard to detect. Although such a direct test 
of Majorana’s hypothesis seems out of reach 
for now, several ambitious experiments are 
underway to test one of its implications, 
namely, that even the last bastion of 
lepton-number conservation, Le + Lμ + Lτ, 
can be toppled. Searches for neutrino-less 
double β decay, such as Ge76 → Se76 + 2e, 
are launching a promising fusillade6. In 
this decay, total lepton number changes by 
two, so its occurrence would disprove the 
conservation law de$nitively.

Meanwhile, the leading ideas on 
neutrino masses, rooted in uni$ed $eld 
theories, predict that neutrinos are 
Majorana fermions7,8. "e detailed logic is 
complex, but the basic idea is simple: we 
get more economical, and much prettier, 

equations if we don’t add antineutrinos as 
separate entities to our fundamental theory. 
For if neutrinos in the right-handed state 
of motion are not antineutrinos, they must 
be something else; and that something 
else must (as it’s escaped detection so far) 
interact with the kinds of matter we know 
very feebly indeed. It is hard to $t such 
oddball entities within the most attractive 
uni$ed theories, which require symmetry 
among their building blocks.

Of supersymmetry and dark matter
Neutrinos were Majorana’s own candidates 
for Majorana fermions, and although 
they look more promising than ever in 
that regard, no longer are they unique. 
Other problems at the frontier of 
fundamental physics seem to call for more 
Majorana fermions.

Supersymmetry is a leading proposal 
to improve the symmetry and coherence 
of the equations of physics9. It involves 
the expansion of spacetime into a new, 
quantum dimension. Particles that move 
in that direction change their mass and 
spin. If supersymmetry is valid, then every 
known bosonic (integer spin) particle will 

have a heavier fermionic (half-integer spin) 
partner; and vice versa for each known 
fermion. "ere is suggestive, although 
circumstantial, evidence for the existence 
of these ‘superpartners’. Speci$cally, if the 
superpartners exist and are not too heavy, 
then in their evanescent form, as virtual 
particles, they are computed to modify 
(partially screen) the basic units of strong, 
weak and electromagnetic charge so as 
to quantitatively account for the di!erent 
observed charge values — in a uni$ed $eld 
theory where, fundamentally, those values 
are equal10. In brief, supersymmetry allows 
the uni$cation of the fundamental forces.

If supersymmetry is valid, then the 
photon has as its superpartner a spin-½ 
particle, the photino. As the photino mirrors 
the properties of the photon, it must be 
its own antiparticle. "us the photino is a 
Majorana fermion. So, for similar reasons, 
are various other superpartners (such as 
neutral gauginos, as well as Higgsinos). In 
a word, supersymmetry comes chock-a-
block with Majorana fermions. If, as widely 
anticipated, superpartners are produced — 
as real, not just virtual, particles — at the 
Large Hadron Collider, we might quickly 

Box 1 | The romance of Ettore Majorana

“"ere are many categories of scientists: 
people of second and third rank, who do 
their best, but do not go very far; there 
are also people of $rst-class rank, who 
make great discoveries, fundamental to 
the development of science. But then there 
are the geniuses, like Galileo and Newton. 
Well Ettore Majorana was one of them.” 
Enrico Fermi, not known for &ightiness 
or overstatement, is the source of these 
much-quoted lines.

"e bare facts of Majorana’s life are 
brie&y told. Born in Catania, Italy, on 
5 August 1906, into an accomplished family, 
he rose rapidly through the academic ranks, 
became a friend and scienti$c collaborator 
of Fermi, Werner Heisenberg and other 
luminaries, and produced a stream of 
high-quality papers. "en, beginning in 
1933, things started to go terribly wrong. 
He complained of gastritis, became 
reclusive, with no o'cial position, and 
published nothing for several years. In 
1937, he allowed Fermi to write-up and 
submit, under his (Majorana’s) name, his 
last and most profound paper — the point 
of departure of this article — containing 
results he had derived some years before. 
At Fermi’s urging, Majorana applied 
for professorships and was awarded the 
Chair in "eoretical Physics at Naples, 

which he took up in January 1938. Two 
months later, he embarked on a mysterious 
trip to Palermo, arrived, then boarded a ship 
straight back to Naples and disappeared 
without a trace.

Majorana published only nine papers 
in his lifetime, none very lengthy. "ey 
are collected, with commentaries, all in 
both Italian and English versions, in a slim 
volume30. Each is a substantial contribution 
to quantum physics. At least two are 

masterpieces: the last, as mentioned, and 
another on the quantum theory of spins in 
magnetic $elds, which anticipates the later 
brilliant development of molecular-beam 
and magnetic resonance techniques.

In recent years, a small industry 
has developed, bringing Majorana’s 
unpublished notebooks into print (see 
for example ref. 31). "ey are impressive 
documents, full of original calculations 
and expositions covering a wide range 
of physical problems. "ey leave an 
overwhelming impression of gathering 
strength; physics might have advanced 
more rapidly on several fronts had 
Majorana pulled this material together and 
shared it with the world.

How did he vanish? "ere are two 
leading theories. According to one, he 
retired to a monastery, to escape a spiritual 
crisis and accept the embrace of his deep 
Catholic faith (not unlike another tortured 
scienti$c genius, Blaise Pascal). According 
to another, he jumped overboard, an act of 
suicide recalling the alienated supermind 
of $ction, Odd John32. Fermi’s appreciation 
had a wistful conclusion, which is less well 
known: “Majorana had greater gi(s than 
anyone else in the world. Unfortunately 
he lacked one quality which other men 
generally have: plain common sense.”
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Majorana returns
Frank Wilczek

In his short career, Ettore Majorana made several profound contributions. One of them, his concept 
of ‘Majorana fermions’ — particles that are their own antiparticle — is finding ever wider relevance in 
modern physics.

Enrico Fermi had to cajole his friend 
Ettore Majorana into publishing 
his big idea: a modi!cation of the 

Dirac equation that would have profound 
rami!cations for particle physics. Shortly 
a"erwards, in 1938, Majorana mysteriously 
disappeared, and for 70 years his modi!ed 
equation remained a rather obscure 
footnote in theoretical physics (Box 1). 
Now suddenly, it seems, Majorana’s 
concept is ubiquitous, and his equation 
is central to recent work not only in 
neutrino physics, supersymmetry and dark 
matter, but also on some exotic states of 
ordinary matter.

Majorana fermions
An electrically charged particle is di#erent 
from its antiparticle as it has the opposite 
electric charge, and electric charge is a 
measurable, stable property. It is possible, 
however, for an electrically neutral particle 
to be its own antiparticle. Photons, which 
have spin 1 in units of the rationalized 
Planck’s constant ħ, are a familiar case; 
neutral pions (spin 0) are a further example, 
and gravitons (spin 2) another. Particles 
that are their own antiparticles must be 
created by !elds φ that obey φ = φ  — 
that is, real !elds, because the complex-
conjugate !elds φ  create their antiparticles. 
$e equations for particles with spin 0, 
spin 1 and spin 2 — the Klein–Gordon, 
Maxwell (electromagnetism) and 
Einstein (general relativity) equations, 
respectively — readily accommodate real 
!elds, as these equations are formulated 
using real numbers.

On the other hand, the neutron (which 
has spin ½), despite being electrically 
neutral, is not its own antiparticle: several 
neutrons can peacefully coexist within 
an atomic nucleus, but an antineutron 
rapidly annihilates. Neither, of course, 
are the most famous spin-½ particles — 
electrons and protons, which are electrically 
charged — their own antiparticles. So it 
is not obvious that we need an equation 
to describe spin-½ particles that are their 
own antiparticles.

Indeed, when, in 1928, Paul Dirac 
discovered1 the theoretical framework 
for describing spin-½ particles, it seemed 
that complex numbers were unavoidable 
(Box 2). Dirac’s original equation contained 
both real and imaginary numbers, and 
therefore it can only pertain to complex 
!elds. For Dirac, who was concerned 
with describing electrons, this feature 
posed no problem, and even came to 
seem an advantage because it ‘explained’ 
why positrons, the antiparticles of 
electrons, exist.

Enter Ettore Majorana. In his 1937 
paper2, Majorana posed, and answered, the 
question of whether equations for spin-½ 
!elds must necessarily, like Dirac’s original 
equation, involve complex numbers. 
Considerations of mathematical elegance 
and symmetry both motivated and guided 
his investigation. Majorana discovered 
that, to the contrary, there is a simple, 
clever modi!cation of Dirac’s equation 
that involves only real numbers. With 
this discovery, Majorana made the idea 
that spin-½ particles could be their own 
antiparticles theoretically respectable, that 
is, consistent with the general principles 
of relativity and quantum theory. In 
his honour, we call such hypothetical 
particles Majorana fermions. But are there 
physical examples?

Are neutrinos Majorana fermions?
Majorana speculated that his equation 
might apply to neutrinos. In 1937, 
neutrinos were themselves hypothetical, 
and their properties unknown. $e 
experimental study of neutrinos 
commenced with their discovery3 in 1956, 
but their observed properties seemed to 
disfavour Majorana’s idea. Speci!cally, there 
seemed to be a strict distinction between 
neutrinos and antineutrinos.

$e distinction is connected with the 
law of lepton-number conservation, which 
applies for each of the leptons — electron 
(e), muon (μ) and tau (τ). For example, 
for electrons, lepton-number conservation 
means that, in any reaction, the total 

number of electrons minus the number of 
antielectrons, plus the number of electron 
neutrinos minus the number of antielectron 
neutrinos is a constant (call it Le). $ese 
laws lead to many successful selection 
rules. For example, the particles (muon 
neutrinos,  νμ) emitted in positive pion (π) 
decay, π+ → μ+ + νμ, will induce neutron-
to-proton conversion νμ + n → μ− + p, 
but not proton-to-neutron conversion 
νμ + p → μ+ + n; the particles (muon 
antineutrinos, ν̄μ) emitted in the negative 
pion decay π− → μ− + ν̄μ obey the opposite 
pattern. Indeed, it was through studies of 
this kind that the existence of di#erent 
‘(avours’ of neutrino, corresponding 
to the di#erent types of charged lepton 
was discovered4.

Of course, if neutrinos really di#er from 
antineutrinos, then they are not Majorana 
fermions. In recent years, however, the 
situation has come to seem less clear-cut, 
for it has been discovered that neutrinos 
oscillate in (avour5. For example, an 
electron antineutrino emitted from the Sun 
can arrive at Earth as a muon antineutrino 
or a tau antineutrino. In some sense this 
is a small e#ect, but when neutrinos travel 
a long way they have time to do rare 
things. $ese (avour oscillations show 
that the separate ‘laws’ of lepton-number 
conservation do not hold: at best, only the 
sum Le + Lμ + Lτ can be strictly conserved.

$us awakened from our dogmatic 
slumber, we re-open Majorana’s question: 
could the distinction between neutrino 
and antineutrino, which seems so plainly 
apparent, be super!cial? (Consider the vast 
perceptual disconnect between the morning 
star and the evening star — yet they’re 
both Venus.)

But how can ν = ν̄ be reconciled with 
those many observations that seemed to 
indicate a distinction? $e point is that 
the ν particles produced in, for example, 
π+ → μ+ + ν are in a very di#erent state of 
motion from the ν̄ particles produced in 
π− → μ− + ν̄. $e former are le" handed, 
spinning in the sense that the !ngers of your 
le" hand point, if your thumb aligns with the 
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antineutrinos, ν̄μ) emitted in the negative 
pion decay π− → μ− + ν̄μ obey the opposite 
pattern. Indeed, it was through studies of 
this kind that the existence of di#erent 
‘(avours’ of neutrino, corresponding 
to the di#erent types of charged lepton 
was discovered4.

Of course, if neutrinos really di#er from 
antineutrinos, then they are not Majorana 
fermions. In recent years, however, the 
situation has come to seem less clear-cut, 
for it has been discovered that neutrinos 
oscillate in (avour5. For example, an 
electron antineutrino emitted from the Sun 
can arrive at Earth as a muon antineutrino 
or a tau antineutrino. In some sense this 
is a small e#ect, but when neutrinos travel 
a long way they have time to do rare 
things. $ese (avour oscillations show 
that the separate ‘laws’ of lepton-number 
conservation do not hold: at best, only the 
sum Le + Lμ + Lτ can be strictly conserved.

$us awakened from our dogmatic 
slumber, we re-open Majorana’s question: 
could the distinction between neutrino 
and antineutrino, which seems so plainly 
apparent, be super!cial? (Consider the vast 
perceptual disconnect between the morning 
star and the evening star — yet they’re 
both Venus.)

But how can ν = ν̄ be reconciled with 
those many observations that seemed to 
indicate a distinction? $e point is that 
the ν particles produced in, for example, 
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velocity, whereas the latter are right handed. 
So, logically, ν and ν̄ and might be the same 
particle, having di!erent behaviours when it 
is in di!erent states of motion.

If you could bring neutrinos and 
antineutrinos to rest, and do experiments 
with them, you could test whether they 
behave the same way. "at is impractical, 
unfortunately: theoretically, the cosmos is 
awash with slow neutrinos, but they are too 
hard to detect. Although such a direct test 
of Majorana’s hypothesis seems out of reach 
for now, several ambitious experiments are 
underway to test one of its implications, 
namely, that even the last bastion of 
lepton-number conservation, Le + Lμ + Lτ, 
can be toppled. Searches for neutrino-less 
double β decay, such as Ge76 → Se76 + 2e, 
are launching a promising fusillade6. In 
this decay, total lepton number changes by 
two, so its occurrence would disprove the 
conservation law de$nitively.

Meanwhile, the leading ideas on 
neutrino masses, rooted in uni$ed $eld 
theories, predict that neutrinos are 
Majorana fermions7,8. "e detailed logic is 
complex, but the basic idea is simple: we 
get more economical, and much prettier, 

equations if we don’t add antineutrinos as 
separate entities to our fundamental theory. 
For if neutrinos in the right-handed state 
of motion are not antineutrinos, they must 
be something else; and that something 
else must (as it’s escaped detection so far) 
interact with the kinds of matter we know 
very feebly indeed. It is hard to $t such 
oddball entities within the most attractive 
uni$ed theories, which require symmetry 
among their building blocks.

Of supersymmetry and dark matter
Neutrinos were Majorana’s own candidates 
for Majorana fermions, and although 
they look more promising than ever in 
that regard, no longer are they unique. 
Other problems at the frontier of 
fundamental physics seem to call for more 
Majorana fermions.

Supersymmetry is a leading proposal 
to improve the symmetry and coherence 
of the equations of physics9. It involves 
the expansion of spacetime into a new, 
quantum dimension. Particles that move 
in that direction change their mass and 
spin. If supersymmetry is valid, then every 
known bosonic (integer spin) particle will 

have a heavier fermionic (half-integer spin) 
partner; and vice versa for each known 
fermion. "ere is suggestive, although 
circumstantial, evidence for the existence 
of these ‘superpartners’. Speci$cally, if the 
superpartners exist and are not too heavy, 
then in their evanescent form, as virtual 
particles, they are computed to modify 
(partially screen) the basic units of strong, 
weak and electromagnetic charge so as 
to quantitatively account for the di!erent 
observed charge values — in a uni$ed $eld 
theory where, fundamentally, those values 
are equal10. In brief, supersymmetry allows 
the uni$cation of the fundamental forces.

If supersymmetry is valid, then the 
photon has as its superpartner a spin-½ 
particle, the photino. As the photino mirrors 
the properties of the photon, it must be 
its own antiparticle. "us the photino is a 
Majorana fermion. So, for similar reasons, 
are various other superpartners (such as 
neutral gauginos, as well as Higgsinos). In 
a word, supersymmetry comes chock-a-
block with Majorana fermions. If, as widely 
anticipated, superpartners are produced — 
as real, not just virtual, particles — at the 
Large Hadron Collider, we might quickly 

Box 1 | The romance of Ettore Majorana
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people of second and third rank, who do 
their best, but do not go very far; there 
are also people of $rst-class rank, who 
make great discoveries, fundamental to 
the development of science. But then there 
are the geniuses, like Galileo and Newton. 
Well Ettore Majorana was one of them.” 
Enrico Fermi, not known for &ightiness 
or overstatement, is the source of these 
much-quoted lines.

"e bare facts of Majorana’s life are 
brie&y told. Born in Catania, Italy, on 
5 August 1906, into an accomplished family, 
he rose rapidly through the academic ranks, 
became a friend and scienti$c collaborator 
of Fermi, Werner Heisenberg and other 
luminaries, and produced a stream of 
high-quality papers. "en, beginning in 
1933, things started to go terribly wrong. 
He complained of gastritis, became 
reclusive, with no o'cial position, and 
published nothing for several years. In 
1937, he allowed Fermi to write-up and 
submit, under his (Majorana’s) name, his 
last and most profound paper — the point 
of departure of this article — containing 
results he had derived some years before. 
At Fermi’s urging, Majorana applied 
for professorships and was awarded the 
Chair in "eoretical Physics at Naples, 

which he took up in January 1938. Two 
months later, he embarked on a mysterious 
trip to Palermo, arrived, then boarded a ship 
straight back to Naples and disappeared 
without a trace.

Majorana published only nine papers 
in his lifetime, none very lengthy. "ey 
are collected, with commentaries, all in 
both Italian and English versions, in a slim 
volume30. Each is a substantial contribution 
to quantum physics. At least two are 

masterpieces: the last, as mentioned, and 
another on the quantum theory of spins in 
magnetic $elds, which anticipates the later 
brilliant development of molecular-beam 
and magnetic resonance techniques.

In recent years, a small industry 
has developed, bringing Majorana’s 
unpublished notebooks into print (see 
for example ref. 31). "ey are impressive 
documents, full of original calculations 
and expositions covering a wide range 
of physical problems. "ey leave an 
overwhelming impression of gathering 
strength; physics might have advanced 
more rapidly on several fronts had 
Majorana pulled this material together and 
shared it with the world.

How did he vanish? "ere are two 
leading theories. According to one, he 
retired to a monastery, to escape a spiritual 
crisis and accept the embrace of his deep 
Catholic faith (not unlike another tortured 
scienti$c genius, Blaise Pascal). According 
to another, he jumped overboard, an act of 
suicide recalling the alienated supermind 
of $ction, Odd John32. Fermi’s appreciation 
had a wistful conclusion, which is less well 
known: “Majorana had greater gi(s than 
anyone else in the world. Unfortunately 
he lacked one quality which other men 
generally have: plain common sense.”
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establish the existence of several Majorana 
fermions, even as the status of neutrinos 
remains uncertain.

A popular hypothesis11 for the 
astronomical dark matter is that it is a 
weakly interacting massive particle, or 
WIMP. Indeed, it could be one of the 
superpartners just mentioned. !e overall 
neutrality of Majorana fermions means 
that they can decay, or annihilate in pairs. 
!e debris from such events could produce 
energetic cosmic rays, which are the object 
of ongoing search experiments. It is entirely 
possible that WIMPs, dominating the mass 
of the Universe and proclaiming their 
existence with cosmic "reworks, will be the 
"rst established Majorana fermions.

Majorana modes in the solid state
!ere is a completely di#erent area of 
physics in which Majorana’s idea is starting 
to receive more attention — theoretical 

solid-state physics. Recent investigations 
suggest that exotic quasiparticle excitations 
in a variety of interesting condensed-matter 
systems are Majorana fermions. Many of 
these ideas were born of high mathematical 
fantasy, but there is a very real chance that 
they may soon mature into a surprisingly 
tangible, and even useful, form.

!e concept of excitations that are their 
own antiparticles is not unprecedented 
in solid-state physics. An example is the 
exciton — a quasiparticle formed by bound 
states of electrons and holes. !e latter 
are a familiar concept in modern solid-
state physics12, and represent the absence 
of an electron in a mode that is normally 
(in the overall ground state) occupied. In 
rough but more vivid language, holes are 
bubbles of emptiness in the Fermi sea of 
electrons (Fig. 1a). Holes ‘look’ and ‘behave’ 
like the antiparticles or antimatter to 
their corresponding particles, the valence 

electrons; they act as if they were positively 
charged electrons.

!e particle–antiparticle correspondence, 
as well as the manifestation of the electron’s 
and hole’s characteristic fermion statistics, is 
transparent in the mathematical formalism 
of second quantization. Here, ‘particle 
states’ are associated with creation operators 
cj

†, antiparticle (hole) states with their 
conjugate operators, cj. In essence, cj can 
create a hole, or destroy a particle, in state j, 
whereas cj

† can create a particle, or destroy a 
hole in state j. !ree key relations embody 
the characteristics of Fermi–Dirac statistics 
and describe the relationship between 
particle and hole operators associated with 
di#erent states. First,

 (c†)   = c2 = 0j j
2

which means that the attempt to cram two 
electrons, or two holes, into the same state 

Box 2 | The Majorana equation

In 1928, Dirac proposed his relativistic 
wave equation for electrons33. !is 
was a watershed event in theoretical 
physics, leading to a new understanding 
of spin, predicting the existence of 
antimatter, and impelling — for its 
adequate interpretation — the creation of 
quantum "eld theory. It also inaugurated 
a new method in theoretical physics, 
emphasizing mathematical aesthetics as 
a source of inspiration. Majorana’s most 
in$uential work is especially poetic, in 
that it applies Dirac’s method to Dirac’s 
equation itself, to distill from it an 
equation both elegant and new. For many 
years, Majorana’s idea seemed to be an 
ingenious but unful"lled speculation. 
Recently, however, it has come into its 
own, and now occupies a central place 
in several of the most vibrant frontiers of 
modern physics.

Dirac’s equation connects the four 
components of a "eld ψ. In modern 
(covariant) notation it reads

(iγμ∂μ − m)ψ = 0

!e γ matrices are required to obey the 
rules of Cli#ord algebra, that is

{γμγυ}  γμγυ + γυγμ = 2ημυ

where ημυ is the metric tensor of $at space. 
Spelling it out, we have

(γ0)2 = −(γ1)2 = −(γ2)2 = −(γ3)2 = 1
γjγk = −γkγj for i ≠ j

(in which I have adopted units such that 
ħ = c = 1). Furthermore, we require that γ0 be 
Hermitian, and the remaining marices anti-
Hermitian. !ese conditions ensure that the 
equation properly describes the wavefunction 
of a spin-½ particle with mass m.

Dirac found a suitable set of 4 × 4 
γ matrices, whose entries contain both real 
and imaginary numbers. For the equation to 
make sense, ψ must then be a complex "eld. 
Dirac and most other physicists regarded 
this consequence as a good feature, because 
electrons are electrically charged, and the 
description of charged particles requires 
complex "elds, even at the level of the 
Schrödinger equation. !is is also true in the 
language of quantum "eld theory. In quantum 
"eld theory, if a given "eld φ creates the 
particle A (and destroys its antiparticle Ā), the 
complex conjugate φ  will create Ā and destroy 
A. Particles that are their own antiparticles 
must be associated with "elds obeying φ = φ , 
that is, real "elds. Because electrons and 
positrons are distinct, the associated "elds ψ 
and ψ  and must therefore be di#erent; this 
feature appeared naturally in Dirac’s equation.

Majorana inquired whether it might 
be possible for a spin-½ particle to be its 
own antiparticle, by attempting to "nd the 
equation that such an object would satisfy. 
To get an equation of Dirac’s type (that is, 
suitable for spin-½) but capable of governing 
a real "eld, requires γ matrices that satisfy 
the Cli#ord algebra and are purely imaginary. 
Majorana found such matrices. Written as 
tensor products of the usual Pauli matrices σ, 
they take the form:

 γ̃0 = σ2  σ1
 γ̃1 = iσ1  1
 γ̃2 = iσ3  1
 γ̃3 = iσ2  σ2

or alternatively, as ordinary matrices:

0

1

2

3

0 0

0 0
0 0 0

0 0

0
0

0

0 00
0 0 0
0 0
0
0 0 0

00 0

0 0
0

0 0
0

0
00 0

0

0
0 0 0

0 0
0

0 0 0

=

=

=

=

Majorana’s equation, then, is simply

(iγ̃μ∂μ – m)ψ̃ = 0)

Because the γ̃μ matrices are purely 
imaginary, the matrices iγ̃μ are real, and 
consequently this equation can govern a 
real "eld ψ̃.
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Non-Abelian states of matter
Ady Stern1

Quantum mechanics classifies all elementary particles as either fermions or bosons, and this classification 
is crucial to the understanding of a variety of physical systems, such as lasers, metals and superconductors. 
In certain two-dimensional systems, interactions between electrons or atoms lead to the formation of 
quasiparticles that break the fermion–boson dichotomy. A particularly interesting alternative is offered by 
‘non-Abelian’ states of matter, in which the presence of quasiparticles makes the ground state degenerate, 
and interchanges of identical quasiparticles shift the system between different ground states. Present 
experimental studies attempt to identify non-Abelian states in systems that manifest the fractional quantum 
Hall effect. If such states can be identified, they may become useful for quantum computation.

Electrons are fermions; photons are bosons. Although seemingly a 
mundane statement about the symmetries of a quantum mechani-
cal wavefunction when two identical particles are interchanged (for 
instance with respect to degrees of freedom such as position or momen-
tum), this statement is in fact a pillar of the understanding of nature, 
and a basis of the understanding of the periodic table and the existence 
of metals, to list just two examples. Such quantum statistical consid-
erations also affect the behaviour of composites of quantum particles: 
helium-4 atoms are bosons and form superfluids at low temperatures; 
and pairs of electrons are effectively bosons, which is how Cooper pairs 
of electrons make the phenomenon of superconductivity possible.

Non-Abelian systems1,2 contain composite particles that are neither 
fermions nor bosons and have a quantum statistics that is far richer than 
that offered by the fermion–boson dichotomy. The presence of such 
quasiparticles manifests itself in two remarkable ways. First, it leads to 
a degeneracy of the ground state that is not based on simple symmetry 
considerations and is robust against perturbations and interactions with 
the environment. Second, an interchange of two quasiparticles does not 
merely multiply the wavefunction by a sign, as is the case for fermi-
ons and bosons. Rather, it takes the system from one ground state to 
another. If a series of interchanges is made, the final state of the system 
will depend on the order in which these interchanges are being carried 
out, in sharp contrast to what happens when similar operations are per-
formed on identical fermions or bosons. It is this ‘ordering’ dependence 
that justifies the name ‘non-Abelian’ (‘non-commutative’ in mathemati-
cal terms). Just as the minus sign that accompanies the interchange of 
two fermions is independent of details such as their interaction or envi-
ronment, the effect of the interchange of two non-Abelian quasiparticles 
is insensitive to noise from the environment around them.

Non-Abelian states have generated great interest recently1–5, for three 
main reasons. The first is the theory behind them. Understanding of 
their origin and properties is in its infancy. The second is the challenge to 
observe them in an experiment. There are some systems in which strong 
theoretical arguments suggest the existence of non-Abelian quasiparti-
cles, and that motivates a search for their experimental discovery. Third, if 
non-Abelian states were shown to exist in realizable systems, they would 
be ideal candidates for constructing topological quantum computers6–8. 
A quantum computer needs a set of quantum states that is well separated 
from the rest of the world. The degenerate ground states of a non-Abelian 
system, separated by an energy gap from the rest of the spectrum, deliver 
that. Furthermore, a quantum computer needs a minimum sensitivity 

to noise and decoherence, and this requirement is amply satisfied by the 
insensitivity of the effect of interchange of non-Abelian quasiparticles to 
noise and perturbations. The topological aspects of these interchanges 
motivate the name ‘topological quantum computation’.

There are real-life settings in which existing theory predicts 
non-Abelian states of matter to exist, but they are not numerous2. Sys-
tems that manifest the fractional quantum Hall effect are believed to 
have a series of states that are non-Abelian9–27. Closely related states may 
be realized in cold atoms28,29, superconductors of p-wave pairing symme-
try2 and hybrid systems of superconductors with so-called topological 
insulators30–32 (see page 194) and/or semiconductors33. Non-Abelian 
lattice spin models have been proposed19 but are far from experimental 
realization. Among all of these, the most prominently studied candidate 
for an experimentally accessible non-Abelian state is the ν = ⁄ quantum 
Hall state9–27.

In this Review, I discuss the properties of non-Abelian states, the systems 
in which they are expected to emerge, the possible ways of identifying them 
and the status of the experimental attempts to find them. I focus mainly 
on the ν = ⁄ quantum Hall state but also touch on hybrid systems that 
combine the effects of spin–orbit interaction with superconductivity.

Non-Abelian quasiparticles
Non-Abelian quasiparticles appeared on the quantum mechanical stage 
after several decades of engagement with the quantum mechanics of 
identical particles. The originators of quantum mechanics distinguished 
fermions from bosons through the symmetry restrictions imposed 
on their many-body wavefunctions. A wavefunction, Ψ(r1, …, rN), of 
N identical spin-polarized particles whose coordinates are r1, …, rN must 
be odd under the interchange of the positions of two of the particles if 
they are fermions, and even if they are bosons.

In the past three decades, it has been realized that in two spatial dimen-
sions the statistics of quasiparticles formed as composites of the elemen-
tary particles of a system is not limited to the fermion–boson dichotomy. 
As a first break from that dichotomy, the interchange of two quasiparticles 
may multiply the wavefunction by a phase. That phase may take any value 
and, as a consequence, the quasiparticles are known as ‘anyons’.

The second break from the fermion–boson dichotomy, embodied 
by so-called non-Abelian quasiparticles, is much more surprising: an 
interchange of two quasiparticles does not merely multiply the ground-
state wavefunction by a phase factor; rather, it shifts the system to a 
different ground state.
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Quantum mechanics classifies all elementary particles as either fermions or bosons, and this classification 
is crucial to the understanding of a variety of physical systems, such as lasers, metals and superconductors. 
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The race for realizing Majorana fermions—elusive particles that act as their own antiparticles—heats up, but
we still await ideal materials to work with.
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In quantum theory, spin-1/2 particles, like electrons,
are described by complex-valued solutions of the cel-
ebrated Dirac equation. In a seminal 1937 paper Et-
tore Majorana [1], guided by principles of simplicity and
mathematical elegance, proposed a modification to the
Dirac equation describing a spin-1/2 particle that would
admit purely real (as opposed to complex-valued) solu-
tions. Such real solutions have become known as Majo-
rana fermions and describe a class of particles that are,
curiously, their own antiparticles (more on this below).
There are compelling theoretical reasons to believe that
neutrinos are Majorana fermions but a convincing ex-
perimental proof is yet to be given [2]. Over the past
decade Majorana fermions have been increasingly stud-
ied in condensed matter physics where they can appear
as emergent degrees of freedom in certain systems of in-
teracting electrons. This means that at low energies the
system behaves as if composed of Majorana fermions
and not the constituent electrons. In this context, the
interest in Majorana fermions stems from their exotic
properties (such as the non-Abelian exchange statis-
tics) that could find uses in future applications to fault-
tolerant quantum information processing. Jason Alicea
of the California Institute of Technology, US, in a paper
in Physical Review B[3], describes the most recent and
by some measures perhaps the most promising of the
proposals to realize and control Majorana fermions in a
solid-state system.

Majorana fermions are more easily understood in the
“second quantized” notation. Ordinary fermions, such
as electrons or protons, are described by creation and
annihilation operators: c†

j creates a fermion in a quan-
tum state j while cj annihilates it (or, equivalently, cre-
ates the corresponding antiparticle). Their Fermi-Dirac
statistics is encoded in the canonical commutation rela-
tions {c†

i , c†
j } = {ci, cj} = 0 and {c†

i , ci} = 1, where
curly brackets denote anticommutator. The key prop-

erty of ordinary fermions is that, evidently, c†
i �= ci, i.e.,

particles and antiparticles are physically distinct.
Now imagine that for some reason it becomes more

natural to describe the system at hand not in terms
of the fundamental constituent fermions cj but instead
in terms of new emergent particles related to them as
γj1 = (c†

j + cj)/2 and γj2 = (c†
j − cj)/2i. These γ-

particles obey the same fermonic commutation relations
but, crucially, it now holds that γ†

jα = γjα, i.e., the parti-
cle acts as its own antiparticle! Thus γ†

jα is a creation op-
erator of a Majorana fermion. Formally, it is always pos-
sible to cast the theory of an arbitrary system containing,
say, electrons, in terms of Majorana fermions using the
above transformation. In the vast majority of cases such
a manipulation does not provide any benefit. There are
systems, however, in which such a description—and no
other—is required to capture the underlying physics.

If neutrinos are Majorana particles then, clearly, the
construction outlined above applies to them. In con-
densed matter physics, Majorana fermions appear as el-
ementary excitations in theories describing certain frac-
tional quantum Hall states [4], interacting quantum
spins [5], and exotic superconductors [6]. The proposal
by Alicea [3] builds upon and improves some of the re-
cent proposals [7, 8] for realization of Majorana fermions
in superconductors.

How do superconductors give rise to Majorana
fermions? Those familiar with the Bardeen-Cooper-
Schrieffer (BCS) theory of superconductivity will recog-
nize that combinations of electron creation and annihi-
lation operators similar to those that define γ particles
also enter the microscopic description of superconduc-
tors. Physically, such mixing of the particle and hole
degrees of freedom underlies the pairing phenomenon
fundamental to the BCS theory. Thus it is perhaps not
surprising that Majoranas emerge in this context. How-
ever, it takes a very special superconductor to realize a
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IT HAPPENS OVER AND OVER AGAIN IN 
particle physics: Theorists predict the exis-

tence of a particle and then, sometime later, 

experimenters fi nd it. Neutrons, positrons, 

neutrinos, pions, W and Z bosons, and other 

subatomic denizens all existed on paper 

before researchers spotted them, and right 

now physicists at particle accelerators at 

Fermi lab in Illinois and CERN near Geneva, 

Switzerland, are hoping that the long-sought 

Higgs boson will follow suit.

But this well-trodden path is virtually 

unknown among those scientists who study 

condensed matter, the stuff of our everyday 

world. In most materials, defects, impurities, 

and other imperfections generate too much 

noise for researchers to spot the vanishingly 

small signals of ephemeral particles. Even so, 

one of the most fl eeting of all may be on the 

point of discovery, more than 70 years after it 

was fi rst proposed.

In recent years, theoretical physicists 

have suggested that a handful of exotic mate-

rials could give rise to this never-before-

seen type of particle, known as a Majorana 

fermion. Now experimental groups around 

the world are racing to spot it, using devices 

made in most cases with superconducting 

materials. And it looks as if some groups 

are closing in fast or may even have bagged 

Majoranas already.

“My bet is that if there is something to 

fi nd, we’ll see it within the next 5 years,” says 

David Goldhaber-Gordon, an experimen-

tal physicist at Stanford University in Palo 

Alto, California. Adds Michael Freedman, a 

mathematician turned theoretical physicist 

at Station Q, a collaborative research cen-

ter between Microsoft and the University 

of Cali fornia (UC), Santa Barbara: “This 

is the decade for Majorana fermions. I am 

extremely optimistic they will be found.”

If they exist, the novel particles are 

expected to display fundamentally new prop-

erties that could open a new window into 

the mysterious world of quantum mechan-

ics. Their behavior is also expected to make 

Majorana fermions ideally suited to be stable 

bits of information in a quantum computer, 

something that has eluded researchers for 

decades. “It’s the most exciting thing that has 

happened in fundamental physics in a long 

time,” says Leo Kouwenhoven, an experi-

mental physicist at Delft University of Tech-

nology in the Netherlands.

Mind-bending math
The notion of Majorana fermions arose as 

quantum mechanics took shape in the early 

20th century as a way to explain the seemingly 

contradictory behavior of elementary parti-

cles, which behaved both as particles and as 

waves. Researchers had shown that elemen-

tary particles have intrinsic properties called 

charge and spin. Charge is just the familiar 

electrical property that makes electrons nega-

tive, protons positive, and atoms neutral. Spin 

is a type of rotational momentum related to 

the magnetic behavior of charged particles. 

Physicists at the time also knew that elemen-

tary particles come in two families: bosons, 

such as photons, and fermions, such as elec-

trons, that have different groupings of spin.

In 1926, Austrian physicist Erwin 

Schrödinger came up with an equation that 

describes how quantum matter changes over 

time. Two years later, a young English physi-

cist named Paul Dirac tweaked Schrödinger’s 

equation to make it apply to fermions, such 

as electrons, that move at speeds near that 

of light. The expansion integrated quantum 

mechanics for the fi rst time with Einstein’s 

special theory of relativity.

Dirac’s new equations also implied the 

existence of antimatter, matching each funda-

mental particle with an antiparticle that would 

annihilate it if the two should ever meet. To 

their surprise, physicists realized that cer-

tain particles, including some photons, could 

serve as their own antiparticles and annihilate 

themselves. But fermions weren’t thought to 

be among them.

Then the story took a twist. In some cases, 

Dirac’s equations produced results involving 

imaginary numbers, which some physicists 

considered inelegant. That’s where a young, 

gifted Italian physicist named Ettore Majorana 

entered the picture. In 1937, Majorana modi-

fi ed Dirac’s equations in a way that banished 

imaginary numbers but had its own mind-

bending implications. Most importantly, it 

allowed for the existence of an entirely new 

class of fermions—the Majorana fermions—

that, unlike traditional fermions, would be 

their own antiparticles.

Closing in
Majorana never knew what became of his 

idea. A year after publishing his paper rework-

ing Dirac’s equation, he disappeared myste-

riously and was never heard from again. His 

own favorite candidate for possible Majorana 

particles, neutrinos, remains a tantalizing pos-

sibility today. Massive detectors, such as one 

deep in the Apennine Mountains of the Abru-

zzo region in Italy, have been running for 

years in the hope of spotting a so-called neu-

trino double-beta decay, which could clinch 

neutrinos’ Majorana status.

Now condensed-matter physicists are get-

ting in on the hunt and relishing the chance to 

discover new particles. “That would be pretty 

cool if we could out-CERN CERN,” says 

Charles Marcus, a condensed-matter physi-

cist at Harvard University.

It won’t be easy. Majorana fermions 

Search for Majorana Fermions 
Nearing Success at Last? 
Researchers think they are on the verge of discovering weird new particles that borrow 
a trick from superconductors and could give a big boost to quantum computers

NEWS

Majorana detectors? Those in use include tiny 
transistors (far left) and quantum interferometers.
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• Majorana fermions - `half fermions’ - can occur as 
collective excitations in solids with unconventional SC 
pairing.
• Obey non-abelian exchange statistics, can serve as a 
platform for fault-tolerant quantum computation.

Ordinary fermions {c†i , cj} = δij

{γiα, γjβ} = δijδαβ , γ†
iα = γiα

cj = (γj1 + iγj2)/2Write in terms of 
Majorana fermions:

Canonical transformation: can be used to recast ANY 
fermionic Hamiltonian in terms of Majorana operators

5



Certain Hamiltonians can support solutions with isolated 
localized Majorana fermions 

Example: `Kitaev 1D model’

γj1 γj2

[Phys. Usp. 44, 131 (2001)]
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Certain Hamiltonians can support solutions with isolated 
localized Majorana fermions 

Example: `Kitaev 1D model’

γj1 γj2

cj

cj

isolated Majoranas
These also encode one complex fermion but in a way that is 
robust to any local perturbation --> ideal quantum bit.

[Phys. Usp. 44, 131 (2001)]
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Figure 2 |Applying a ‘keyboard’ of individually tunable gates to the wire
allows local control of which regions are topological (dark blue) and
non-topological (light blue), and hence manipulate Majorana fermions
while maintaining the bulk gap. As a and b illustrate, sequentially applying

the leftmost gates drives the left end of the wire non-topological, thereby

transporting γ1 rightward. Nucleating a topological section of the wire from

an ordinary region or vice versa creates pairs of Majorana fermions out of

the vacuum as in c. Similarly, removing a topological region entirely or

connecting two topological regions as sketched in d fuses Majorana

fermions into either the vacuum or a finite-energy quasiparticle.

length Lgate of the wire.When a given gate locally tunes the chemical
potential across |µ| = µc, a finite excitation gap Egap ∼ h̄vπ/Lgate
remains. (Roughly, the gate creates a potential well that supports
only k larger than ∼π/Lgate.) Assuming gµB|Bz |/2 ∼ 2|�| and
h̄u∼ 0.1 eVÅ yields a velocity v ∼ 104 m s−1; the gap for a 0.1 µm
wide gate is then of order 1 K. We consider this a conservative
estimate—heavy-element wires such as InSb and/or narrower gates
could generate substantially larger gaps.

Local gates allow Majorana fermions to be transported, created,
and fused, as outlined in Fig. 2. As one germinates pairs of Majorana
fermions, the ground state degeneracy increases, as does our capac-
ity to topologically store quantum information. Specifically, 2nMa-
joranas generate n ordinary zero-energy fermions, with occupation
numbers that specify topological qubit states. Adiabatically braiding
the Majorana fermions to manipulate these qubits, however, is
impossible in a single wire. Thus we now turn to the simplest
arrangement permitting exchange—the T-junction of Fig. 3.

Majorana braiding and non-Abelian statistics
First, we explore the properties of the junction where the wires in
Fig. 3 meet (see the Supplementary Information for more details).
It is instructive to view the T-junction as three segments meeting
at a point. When only one segment realizes a topological phase, a
single zero-energy Majorana fermion exists at the junction. When
two topological segments meet at the junction, as in Fig. 3a and
b, generically no Majorana modes exist there. To see this, imagine
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d
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Figure 3 |A T-junction provides the simplest wire network that enables
meaningful adiabatic exchange of Majorana fermions. Using the methods

of Fig. 2, one can braid Majoranas bridged by either a topological region

(dark blue lines) as in a–d, or a non-topological region (light blue lines) as

in e–h. The arrows along the topological regions in a–d are useful for

understanding the non-Abelian statistics, as outlined in the main text.

decoupling the topological segments so that two nearby Majorana
modes exist at the junction; restoring the coupling generically
combines theseMajoranas into an ordinary, finite-energy fermion.

As an illustrative example, consider the setup of Fig. 3a and
model the left and right topological segments byKitaev’smodelwith
µ = 0 and t = |�| in equation (1). (For simplicity we exclude the
non-topological vertical wire in Fig. 3a.) Suppose furthermore that
φ = φL/R in the left/right chains and that the fermion cL,N at site N
of the left chain couples weakly to the fermion cR,1 at site 1 of the
right chain via H� = −�(cL,N †

cR,1 +h.c .). Using equation (2), the
Majoranas at the junction couple as follows,

H� ∼ − i�

2
cos

�
φL −φR

2

�
γ L
B,Nγ R

A,1 (6)

and therefore generally combine into an ordinary fermion23.
An exception occurs when the regions form a π-junction—
that is, when φL − φR = π—which fine-tunes their coupling
to zero. Importantly, coupling between end Majoranas in the
semiconductor context is governed by the sameφL−φR dependence
as in equation (6) (refs 21,22).

Finally, when three topological segments meet, again only
a single Majorana mode exists at the junction without fine-
tuning. Three Majorana modes appear only when all pairs of
wires simultaneously form mutual π junctions (which is possible
because the superconducting phases are defined with respect to
a direction in each wire; see the Supplementary Information).
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`Braiding’ of Majoranas in 
T-junctions shows non-
abelian exchange statistics.
[Alicea et al. Nat Phys 2010]
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implementation of the ideas introduced here would constitute

a critical step towards this ultimate goal.

I. MAJORANA FERMIONS IN ‘SPINLESS’ p-WAVE

SUPERCONDUCTING WIRES

We begin by discussing the physics of a single wire. Valu-

able intuition can be garnered from Kitaev’s toy model for a

spinless, p-wave superconducting N -site chain
23

:

H = −µ

N�

x=1

c
†
xcx −

N−1�

x=1

(tc†xcx+1 + |∆|e
iφ

cxcx+1 + h.c.)

(1)

where cx is a spinless fermion operator and µ, t > 0, and

|∆|eiφ
respectively denote the chemical potential, tunneling

strength, and pairing potential. The bulk- and end-state struc-

ture becomes particularly transparent in the special case
23

µ = 0, t = |∆|. Here it is useful to express

cx =
1
2
e
−i φ

2 (γB,x + iγA,x), (2)

with γα,x = γ†
α,x Majorana fermion operators satisfying

{γα,x, γα�,x�} = 2δαα�δxx� . These expressions expose the

defining characteristics of Majorana fermions—they are their

own antiparticle and constitute ‘half’ of an ordinary fermion.

In this limit the Hamiltonian can be written as

H = −it

N−1�

x=1

γB,xγA,x+1. (3)

Consequently, γB,x and γA,x+1 combine to form an ordi-

nary fermion dx = (γA,x+1 + iγB,x)/2 which costs en-

ergy 2t, reflecting the wire’s bulk gap. Conspicuously ab-

sent from H , however, are γA,1 and γB,N , which represent

end-Majorana modes. These can be combined into an ordi-

nary (though highly non-local) zero-energy fermion dend =
(γA,1 + iγB,N )/2. Thus there are two degenerate ground

states |0� and |1� = d
†
end|0�, where dend|0� = 0, which serve

as topologically protected qubit states. Figure 1(a) illustrates

this physics pictorially.

Away from this special limit the Majorana end states no

longer retain this simple form, but survive provided the bulk

gap remains finite
23

. This occurs when |µ| < 2t, where a

partially filled band pairs. The bulk gap closes when |µ| = 2t,

and for larger |µ| a topologically trivial superconducting state

without end Majoranas emerges. Here pairing occurs in either

a fully occupied or vacant band.

Realizing Kitaev’s topological superconducting state exper-

imentally requires a system which is effectively spinless—

i.e., exhibits one set of Fermi points—and p-wave pairs at the

Fermi energy. Both criteria can be satisfied in a spin-orbit-

coupled semiconducting wire deposited on an s-wave super-

conductor by applying a magnetic field
1,2

[see Fig. 1(b)]. The

s-wave superconductor

semiconducting wire

!

!

"
#

FIG. 1: (a) Pictorial representation of the ground state of Eq. (1) in

the limit µ = 0, t = |∆|. Each spinless fermion in the chain is

decomposed in terms of two Majorana fermions γA,x and γB,x. Ma-

joranas γB,x and γA,x+1 combine to form an ordinary, finite energy

fermion, leaving two zero-energy end Majoranas γA,1 and γB,N as

shown
23

. (b) A spin-orbit-coupled semiconducting wire deposited on

an s-wave superconductor can be driven into a topological supercon-

ducting state exhibiting such end Majorana modes by applying an

external magnetic field
1,2

. (c) Band structure of the semiconducting

wire when B = 0 (dashed lines) and B �= 0 (solid lines). When µ
lies in the band gap generated by the field, pairing inherited from the

proximate superconductor drives the wire into the topological state.

simplest Hamiltonian describing such a wire reads

H =
�

dx

�
ψ†

x

�
− �2∂2

x

2m
− µ− i�uê · σ∂x

− gµBBz

2
σz

�
ψx + (|∆|e

iϕψ↓xψ↑x + h.c.)
�
. (4)

The operator ψαx corresponds to electrons with spin α, effec-

tive mass m, and chemical potential µ. (We suppress the spin

indices except in the pairing term.) In the third term, u denotes

the (Dresselhaus
31

and/or Rashba
32

) spin-orbit strength, and

σ = (σx
, σy

, σz) is a vector of Pauli matrices. This coupling

favors aligning spins along or against the unit vector ê, which

we assume lies in the (x, y) plane. The fourth term represents

the Zeeman coupling due to the magnetic field Bz < 0. Note

that spin-orbit enhancement can lead to
33

g � 2. Finally, the

last term reflects the spin-singlet pairing inherited from the

s-wave superconductor via the proximity effect.

To understand the physics of Eq. (4), consider first Bz =
∆ = 0. The dashed lines in Fig. 1(c) illustrate the band

structure here—clearly no ‘spinless’ regime is possible. In-

troducing a magnetic field generates a band gap ∝ |Bz| at

zero momentum as the solid line in Fig. 1(c) depicts. When

µ lies inside of this gap the system exhibits only a single pair

of Fermi points as desired. Turning on ∆ which is weak com-

pared to the gap then effectively p-wave pairs fermions in the

lower band with momentum k and −k, driving the wire into

Kitaev’s topological phase
1,2

. [Singlet pairing in Eq. (4) gen-

erates p-wave pairing because spin-orbit coupling favors op-

posite spins for k and −k states in the lower band.] Quan-
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Figure 1 |Majorana fermions appear at the ends of a 1D ‘spinless’ p-wave
superconductor, which can be experimentally realized in semiconducting
wires21,22. a, Pictorial representation of the ground state of equation (1) in

the limit µ=0, t= |�|. Each spinless fermion in the chain is decomposed in

terms of two Majorana fermions γA,x and γB,x. Majoranas γB,x and γA,x+1

combine to form an ordinary, finite-energy fermion, leaving two zero-energy

end Majoranas γA,1 and γB,N as shown
23
. b, A spin–orbit-coupled

semiconducting wire deposited on an s-wave superconductor can be driven
into a topological superconducting state exhibiting such end Majorana

modes by applying an external magnetic field
21,22

. c, Band structure of the

semiconducting wire when B=0 (dashed lines) and B �=0 (solid lines).

When µ lies in the band gap generated by the field, pairing inherited from

the proximate superconductor drives the wire into the topological state.

characteristics of Majorana fermions—they are their own
antiparticle and constitute ‘half’ of an ordinary fermion. In this
limit the Hamiltonian becomes

H = −it

N−1�

x=1

γB,xγA,x+1

Consequently, γB,x and γA,x+1 combine to form an ordinary fermion
dx = (γA,x+1 + iγB,x)/2, which costs energy 2t , reflecting the wire’s
bulk gap. Conspicuously absent fromH , however, are γA,1 and γB,N ,
which represent end-Majorana modes. These can be combined into
an ordinary (although highly non-local) zero-energy fermion dend =
(γA,1+ iγB,N )/2. Thus there are two degenerate ground states which
serve as topologically protected qubit states: |0� and |1� = dend

†|0�,
where dend|0�=0. Figure 1a illustrates this physics pictorially.

Away from this limit the Majorana end states no longer retain
this simple form, but survive provided the bulk gap remains finite23.
This occurs when |µ| < 2t , where a partially filled band pairs. The
bulk gap closes when |µ| = 2t . For larger |µ|, pairing occurs in a
fully occupied or vacant band, and a trivial superconducting state
without Majoranas emerges.

Realizing Kitaev’s topological superconducting state experimen-
tally requires a ‘spinless’ system (that is, with one pair of Fermi
points) that p-wave pairs at the Fermi energy. Both criteria can
be satisfied in a spin–orbit-coupled semiconducting wire deposited
on an s-wave superconductor by applying a magnetic field21,22 (see
Fig. 1b). The simplestHamiltonian describing such awire reads

H =
�

dx
�
ψx

†

�
− h̄

2∂x
2

2m
−µ− ih̄uê ·σ∂x

− gµBBz

2
σ z

�
ψx + (|�|eiϕψ↓xψ↑x +h.c .)

�
(3)

The operator ψαx corresponds to electrons with spin α, effective
mass m, and chemical potential µ. (We suppress the spin indices
except in the pairing term.) In the third term, u denotes the
spin–orbit31,32 strength, and σ = (σ x ,σ y ,σ z) is a vector of Pauli

matrices. This coupling favours aligning spins along or against the
unit vector ê, which we assume lies in the (x,y) plane. The fourth
term represents the Zeeman coupling due to the magnetic field
Bz < 0. Note that spin–orbit enhancement can lead33 to g � 2.
Finally, the last term reflects the spin-singlet pairing inherited from
the superconductor bymeans of the proximity effect.

To understand the physics of equation (3), consider first
Bz = � = 0. The dashed lines in Fig. 1c illustrate the band
structure here—clearly no ‘spinless’ regime is possible. Introducing
a magnetic field generates a band gap ∝|Bz | at zero momentum, as
the solid line in Fig. 1c depicts. When µ lies in this gap the system
exhibits a single pair of Fermi points as desired. Turning on �
weakly compared to the gap then effectively p-wave pairs fermions
in the lower band with momentum k and −k, driving the wire
into Kitaev’s topological phase21,22. (Singlet pairing in equation (3)
generates p-wave pairing because spin–orbit coupling favours
opposite spins for k and −k states.) Quantitatively, realizing the
topological phase requires21,22 |�|< gµB|Bz |/2, which we hereafter
assume holds. The opposite limit |�| > gµB|Bz |/2 effectively
violates the ‘spinless’ criterion because pairing strongly intermixes
states from the upper band, producing an ordinary superconductor
without Majorana modes.

In the topological phase, the connection to equation (1) becomes
more explicit when gµB|Bz | � mu

2, |�| where the spins nearly
polarize. One can then project equation (3) onto a simpler one-
band problem by writing ψ↑x ∼ (u(ey + iex)/gµB|Bz |)∂x�x and
ψ↓x ∼ �x , with �x the lower-band fermion operator. To leading
order, one obtains

Heff ∼
�

dx
�
�x

†

�
− h̄

2∂x
2

2m
−µeff

�
�x

+
�
|�eff|eiϕeff�x∂x�x +h.c .

��
(4)

whereµeff =µ+gµB|Bz |/2 and the effective p-wave pair field reads

|�eff|eiϕeff ≈ u|�|
gµB|Bz |

eiϕ(ey + iex) (5)

The dependence of ϕeff on ê will be important below when we
consider networks of wires. Equation (4) constitutes an effective
low-energy Hamiltonian for Kitaev’s model in equation (1) in the
low-density limit. From this perspective, the existence of end-
Majoranas in thewire becomesmanifest.We exploit this correspon-
dence below when addressing universal properties such as braiding
statistics, which must be shared by the topological phases described
by equation (3) and the simpler latticemodel, equation (1).

We now seek a practical method to manipulate Majorana
fermions in thewire. Asmotivation, consider applying a gate voltage
to adjust µ uniformly across the wire. The excitation gap obtained
from equation (3) at k=0 varies withµ as

Egap(k = 0)=
����
gµB|Bz |

2
−

�
|�|2 +µ2

����

For |µ|<µc =
√
(gµBBz/2)2 − |�|2 the topological phase with end

Majoranas emerges, whereas for |µ| > µc a topologically trivial
phase appears. A uniform gate voltage thus allows the creation or
removal of the Majorana fermions. However, when |µ| = µc the
bulk gap closes, and the excitation spectrum at small momentum
behaves as Egap(k)≈ h̄v|k|, with velocity v = 2u|�|/(gµB|Bz |). The
gap closure is clearly undesirable, as we would like to manipulate
Majorana fermionswithout generating further quasiparticles.

This problem can be circumvented by employing a ‘keyboard’
of locally tunable gates as in Fig. 2, each impacting µ over a finite
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Rashba-coupled semiconductor quantum wire
(a brief review)

Lutchyn et al. PRL 2010, Oreg et al. PRL 2010

2

FIG. 1: (Color online) (a) Top view of SM/SC heterostructure

embedded into small-inductance SC loop. (b) Side view of the

SM/SC heterostructure. The nanowire can be top-gated to

control chemical potential. Here we assume L�ξ and L1�ξ
with ξ being the SC coherence length. (c) Proposed read-out

scheme for the Andreev energy levels. Inductively coupled

rf-driven tank circuit allows time-resolved measuring of the

effective state-dependent Josephson inductance [19].

heterostructure exhibits unusual behavior due to the
presence of MFs in the system. In particular, the spec-
trum of Andreev states has an odd number of crossings
at E=0 in the TP phase (C0≡µ

2+∆2
0−V

2
x<0 with µ be-

ing chemical potential) whereas in the TP trivial phase
(C0>0) the number of crossings is even. Odd number
of crossings is associated with the presence of MFs in
the system leading to 4π-periodic Andreev energy spec-
trum [8]. Thus, this difference in the spectrum allows
distinguishing TP and conventional SCs. The remark-
able feature of the present proposal is that by changing
Bx or µ across the phase boundary between TP trivial
and nontrivial superconducting phases (C0 =0) one can
contrast different qualitative dependence of the Andreev
energy spectrum on magnetic flux Φ through the SQUID.

Theoretical model. We consider an infinite (L1�ξ) 1D
semiconducting wire embedded into SQUID, see Fig. 1a.
The Hamiltonian describing the nanowire reads (� = 1)

H0=

� ∞

−∞
dxψ†

σ(x)

�
− ∂2

x

2m∗ −µ+iασy∂x+Vxσx

�

σσ�
ψσ�(x), (1)

where m
∗, µ and α are the effective mass, chemical po-

tential and strength of spin-orbit Rashba interaction, re-
spectively. In-plane magnetic field Bx leads to spin split-
ting Vx=gSMµBBx/2. The radius of the wire R is small
compared to the Fermi wavelength R�λF so that there
is a single 1D mode occupied. Because of the proximity
effect between SM and SC (see Fig. 1b), Cooper pairs can
tunnel into the nanowire. These correlations can be de-
scribed by HSC=

�∞
−∞dx

�
∆(x)ψ†

↑(x)ψ
†
↓(x)+h.c.

�
. Here

∆(x) is the induced pairing potential in the nanowire
∆(x) = ∆0Θ(x−L)+∆0e

iϕΘ(−x−L) with ϕ being the
phase of the order parameter.

One can recast the full HamiltonianH=H0+HSC in the
dimensionless form by introducing rescaled coordinates
x̃≡m

∗αx and energies Ẽ≡E/m
∗α2. The BdG equations

then become H̃BdGΨ(x̃)= ẼΨ(x̃). Using the convention
for Nambu spinors Ψ(x) = (u↑(x), u↓(x), v↓(x),−v↑(x))
the BdG Hamiltonian reads

H̃BdG =

�
−1
2
∂2
x̃+iσy∂x̃−µ̃

�
τz+Ṽxσx (2)

+∆̃Θ(x̃−L̃)τx+∆̃Θ(−x̃−L̃) (cosϕτx+sinϕτy) .

The solution of the BdG equations supplemented with
appropriate boundary conditions yields the Andreev
spectrum in the junction. It is useful to solve for the
energy at ϕ = π. At this point the profile of the order
parameter in the limit of L� ξ forms a domain wall,
which under certain conditions can host a pair of Ma-
jorana bound states [6]. To demonstrate this we inves-
tigate the existence of zero-energy solution by solving
H̃BdGΨ0(x) = 0. At ϕ=π, BdG Hamiltonian (2) is real
and, thus, one can construct real Nambu spinors Ψ0(x).
According to the particle-hole symmetry if Ψ0(x) is a
solution, then σyτyΨ0(x) is also a solution. This im-
poses the constraint on the spinor degrees of freedom:
v↑/↓(x) = λu↑/↓(x) with λ = ±1. Thus, the 4 × 4 BdG
Hamiltonian can be reduced to 2× 2 matrix:
�

− 1
2∂

2
x̃−µ̃ Vx+λ∆̃(x̃)+∂x̃

Vx−λ∆̃(x̃)−∂x̃ − 1
2∂

2
x̃−µ̃

��
u↑(x̃)
u↓(x̃)

�
=0. (3)

One can seek solutions of Eq. (3) in the form u↑/↓(x̃)∝e
zx̃

and require solutions for x ≷ 0 to be normalizable. Let
us concentrate on the x>0 case. Then, the characteristic
equation for z following from Eq.(3) reads

z
4+4(µ̃+1)z2+8λ∆̃0z+4C0=0 with C0= µ̃

2+∆̃2
0−Ṽ

2
x .

(4)

The roots zi of the above quartic equation with real coef-
ficients should satisfy the following constraints:

�4
i=1 zi=

4C0 and
�4

i=1 zi =0. If all zi are real and C0 > 0, these
constraints are satisfied only when the number of solu-
tions with Re[z]≷ 0 is the same. If Eq.(4) has at least
one complex solution z1=a+ib, then there is another so-
lution z2= a−ib. Since the other two solutions are given
by the quadratic equation, one can express these roots in
terms of a and b: z3,4=−a±

�
a2−4C0/(a2+b2). Given

that |Re[
�
a2−4C0/(a2+b2)]|< |a| for C0 > 0, there are

two solutions with Re[z]≷ 0, respectively. Different val-
ues of λ change the sign of a, and this conclusion is valid
for both channels λ=±1. Thus, when C0 > 0 there are
two exponentially decaying solutions for x ≷ 0 yielding
4 coefficients to match. Since the number of constraints
(4 from boundary conditions and 1 from normalization)
is larger than the number of linearly independent coeffi-
cients, there are no zero energy solutions for C0>0. On
the other hand, similar analysis for C0<0 always yields
three roots with Re[z]<0 either in λ=1 or λ=−1 chan-
nels resulting in six coefficients to match. Therefore, in
this case there is a pair of zero-energy Majorana states.
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Figure 1 |Majorana fermions appear at the ends of a 1D ‘spinless’ p-wave
superconductor, which can be experimentally realized in semiconducting
wires21,22. a, Pictorial representation of the ground state of equation (1) in

the limit µ=0, t= |�|. Each spinless fermion in the chain is decomposed in

terms of two Majorana fermions γA,x and γB,x. Majoranas γB,x and γA,x+1

combine to form an ordinary, finite-energy fermion, leaving two zero-energy

end Majoranas γA,1 and γB,N as shown
23
. b, A spin–orbit-coupled

semiconducting wire deposited on an s-wave superconductor can be driven
into a topological superconducting state exhibiting such end Majorana

modes by applying an external magnetic field
21,22

. c, Band structure of the

semiconducting wire when B=0 (dashed lines) and B �=0 (solid lines).

When µ lies in the band gap generated by the field, pairing inherited from

the proximate superconductor drives the wire into the topological state.

characteristics of Majorana fermions—they are their own
antiparticle and constitute ‘half’ of an ordinary fermion. In this
limit the Hamiltonian becomes

H = −it

N−1�

x=1

γB,xγA,x+1

Consequently, γB,x and γA,x+1 combine to form an ordinary fermion
dx = (γA,x+1 + iγB,x)/2, which costs energy 2t , reflecting the wire’s
bulk gap. Conspicuously absent fromH , however, are γA,1 and γB,N ,
which represent end-Majorana modes. These can be combined into
an ordinary (although highly non-local) zero-energy fermion dend =
(γA,1+ iγB,N )/2. Thus there are two degenerate ground states which
serve as topologically protected qubit states: |0� and |1� = dend

†|0�,
where dend|0�=0. Figure 1a illustrates this physics pictorially.

Away from this limit the Majorana end states no longer retain
this simple form, but survive provided the bulk gap remains finite23.
This occurs when |µ| < 2t , where a partially filled band pairs. The
bulk gap closes when |µ| = 2t . For larger |µ|, pairing occurs in a
fully occupied or vacant band, and a trivial superconducting state
without Majoranas emerges.

Realizing Kitaev’s topological superconducting state experimen-
tally requires a ‘spinless’ system (that is, with one pair of Fermi
points) that p-wave pairs at the Fermi energy. Both criteria can
be satisfied in a spin–orbit-coupled semiconducting wire deposited
on an s-wave superconductor by applying a magnetic field21,22 (see
Fig. 1b). The simplestHamiltonian describing such awire reads

H =
�

dx
�
ψx

†

�
− h̄

2∂x
2

2m
−µ− ih̄uê ·σ∂x

− gµBBz

2
σ z

�
ψx + (|�|eiϕψ↓xψ↑x +h.c .)

�
(3)

The operator ψαx corresponds to electrons with spin α, effective
mass m, and chemical potential µ. (We suppress the spin indices
except in the pairing term.) In the third term, u denotes the
spin–orbit31,32 strength, and σ = (σ x ,σ y ,σ z) is a vector of Pauli

matrices. This coupling favours aligning spins along or against the
unit vector ê, which we assume lies in the (x,y) plane. The fourth
term represents the Zeeman coupling due to the magnetic field
Bz < 0. Note that spin–orbit enhancement can lead33 to g � 2.
Finally, the last term reflects the spin-singlet pairing inherited from
the superconductor bymeans of the proximity effect.

To understand the physics of equation (3), consider first
Bz = � = 0. The dashed lines in Fig. 1c illustrate the band
structure here—clearly no ‘spinless’ regime is possible. Introducing
a magnetic field generates a band gap ∝|Bz | at zero momentum, as
the solid line in Fig. 1c depicts. When µ lies in this gap the system
exhibits a single pair of Fermi points as desired. Turning on �
weakly compared to the gap then effectively p-wave pairs fermions
in the lower band with momentum k and −k, driving the wire
into Kitaev’s topological phase21,22. (Singlet pairing in equation (3)
generates p-wave pairing because spin–orbit coupling favours
opposite spins for k and −k states.) Quantitatively, realizing the
topological phase requires21,22 |�|< gµB|Bz |/2, which we hereafter
assume holds. The opposite limit |�| > gµB|Bz |/2 effectively
violates the ‘spinless’ criterion because pairing strongly intermixes
states from the upper band, producing an ordinary superconductor
without Majorana modes.

In the topological phase, the connection to equation (1) becomes
more explicit when gµB|Bz | � mu

2, |�| where the spins nearly
polarize. One can then project equation (3) onto a simpler one-
band problem by writing ψ↑x ∼ (u(ey + iex)/gµB|Bz |)∂x�x and
ψ↓x ∼ �x , with �x the lower-band fermion operator. To leading
order, one obtains

Heff ∼
�

dx
�
�x

†

�
− h̄

2∂x
2

2m
−µeff

�
�x

+
�
|�eff|eiϕeff�x∂x�x +h.c .

��
(4)

whereµeff =µ+gµB|Bz |/2 and the effective p-wave pair field reads

|�eff|eiϕeff ≈ u|�|
gµB|Bz |

eiϕ(ey + iex) (5)

The dependence of ϕeff on ê will be important below when we
consider networks of wires. Equation (4) constitutes an effective
low-energy Hamiltonian for Kitaev’s model in equation (1) in the
low-density limit. From this perspective, the existence of end-
Majoranas in thewire becomesmanifest.We exploit this correspon-
dence below when addressing universal properties such as braiding
statistics, which must be shared by the topological phases described
by equation (3) and the simpler latticemodel, equation (1).

We now seek a practical method to manipulate Majorana
fermions in thewire. Asmotivation, consider applying a gate voltage
to adjust µ uniformly across the wire. The excitation gap obtained
from equation (3) at k=0 varies withµ as

Egap(k = 0)=
����
gµB|Bz |

2
−

�
|�|2 +µ2

����

For |µ|<µc =
√
(gµBBz/2)2 − |�|2 the topological phase with end

Majoranas emerges, whereas for |µ| > µc a topologically trivial
phase appears. A uniform gate voltage thus allows the creation or
removal of the Majorana fermions. However, when |µ| = µc the
bulk gap closes, and the excitation spectrum at small momentum
behaves as Egap(k)≈ h̄v|k|, with velocity v = 2u|�|/(gµB|Bz |). The
gap closure is clearly undesirable, as we would like to manipulate
Majorana fermionswithout generating further quasiparticles.

This problem can be circumvented by employing a ‘keyboard’
of locally tunable gates as in Fig. 2, each impacting µ over a finite
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FIG. 1: (Color online) (a) Top view of SM/SC heterostructure

embedded into small-inductance SC loop. (b) Side view of the

SM/SC heterostructure. The nanowire can be top-gated to

control chemical potential. Here we assume L�ξ and L1�ξ
with ξ being the SC coherence length. (c) Proposed read-out

scheme for the Andreev energy levels. Inductively coupled

rf-driven tank circuit allows time-resolved measuring of the

effective state-dependent Josephson inductance [19].

heterostructure exhibits unusual behavior due to the
presence of MFs in the system. In particular, the spec-
trum of Andreev states has an odd number of crossings
at E=0 in the TP phase (C0≡µ

2+∆2
0−V

2
x<0 with µ be-

ing chemical potential) whereas in the TP trivial phase
(C0>0) the number of crossings is even. Odd number
of crossings is associated with the presence of MFs in
the system leading to 4π-periodic Andreev energy spec-
trum [8]. Thus, this difference in the spectrum allows
distinguishing TP and conventional SCs. The remark-
able feature of the present proposal is that by changing
Bx or µ across the phase boundary between TP trivial
and nontrivial superconducting phases (C0 =0) one can
contrast different qualitative dependence of the Andreev
energy spectrum on magnetic flux Φ through the SQUID.

Theoretical model. We consider an infinite (L1�ξ) 1D
semiconducting wire embedded into SQUID, see Fig. 1a.
The Hamiltonian describing the nanowire reads (� = 1)

H0=

� ∞

−∞
dxψ†

σ(x)

�
− ∂2

x

2m∗ −µ+iασy∂x+Vxσx

�

σσ�
ψσ�(x), (1)

where m
∗, µ and α are the effective mass, chemical po-

tential and strength of spin-orbit Rashba interaction, re-
spectively. In-plane magnetic field Bx leads to spin split-
ting Vx=gSMµBBx/2. The radius of the wire R is small
compared to the Fermi wavelength R�λF so that there
is a single 1D mode occupied. Because of the proximity
effect between SM and SC (see Fig. 1b), Cooper pairs can
tunnel into the nanowire. These correlations can be de-
scribed by HSC=

�∞
−∞dx

�
∆(x)ψ†

↑(x)ψ
†
↓(x)+h.c.

�
. Here

∆(x) is the induced pairing potential in the nanowire
∆(x) = ∆0Θ(x−L)+∆0e

iϕΘ(−x−L) with ϕ being the
phase of the order parameter.

One can recast the full HamiltonianH=H0+HSC in the
dimensionless form by introducing rescaled coordinates
x̃≡m

∗αx and energies Ẽ≡E/m
∗α2. The BdG equations

then become H̃BdGΨ(x̃)= ẼΨ(x̃). Using the convention
for Nambu spinors Ψ(x) = (u↑(x), u↓(x), v↓(x),−v↑(x))
the BdG Hamiltonian reads

H̃BdG =

�
−1
2
∂2
x̃+iσy∂x̃−µ̃

�
τz+Ṽxσx (2)

+∆̃Θ(x̃−L̃)τx+∆̃Θ(−x̃−L̃) (cosϕτx+sinϕτy) .

The solution of the BdG equations supplemented with
appropriate boundary conditions yields the Andreev
spectrum in the junction. It is useful to solve for the
energy at ϕ = π. At this point the profile of the order
parameter in the limit of L� ξ forms a domain wall,
which under certain conditions can host a pair of Ma-
jorana bound states [6]. To demonstrate this we inves-
tigate the existence of zero-energy solution by solving
H̃BdGΨ0(x) = 0. At ϕ=π, BdG Hamiltonian (2) is real
and, thus, one can construct real Nambu spinors Ψ0(x).
According to the particle-hole symmetry if Ψ0(x) is a
solution, then σyτyΨ0(x) is also a solution. This im-
poses the constraint on the spinor degrees of freedom:
v↑/↓(x) = λu↑/↓(x) with λ = ±1. Thus, the 4 × 4 BdG
Hamiltonian can be reduced to 2× 2 matrix:
�

− 1
2∂

2
x̃−µ̃ Vx+λ∆̃(x̃)+∂x̃

Vx−λ∆̃(x̃)−∂x̃ − 1
2∂

2
x̃−µ̃

��
u↑(x̃)
u↓(x̃)

�
=0. (3)

One can seek solutions of Eq. (3) in the form u↑/↓(x̃)∝e
zx̃

and require solutions for x ≷ 0 to be normalizable. Let
us concentrate on the x>0 case. Then, the characteristic
equation for z following from Eq.(3) reads

z
4+4(µ̃+1)z2+8λ∆̃0z+4C0=0 with C0= µ̃

2+∆̃2
0−Ṽ

2
x .

(4)

The roots zi of the above quartic equation with real coef-
ficients should satisfy the following constraints:

�4
i=1 zi=

4C0 and
�4

i=1 zi =0. If all zi are real and C0 > 0, these
constraints are satisfied only when the number of solu-
tions with Re[z]≷ 0 is the same. If Eq.(4) has at least
one complex solution z1=a+ib, then there is another so-
lution z2= a−ib. Since the other two solutions are given
by the quadratic equation, one can express these roots in
terms of a and b: z3,4=−a±

�
a2−4C0/(a2+b2). Given

that |Re[
�
a2−4C0/(a2+b2)]|< |a| for C0 > 0, there are

two solutions with Re[z]≷ 0, respectively. Different val-
ues of λ change the sign of a, and this conclusion is valid
for both channels λ=±1. Thus, when C0 > 0 there are
two exponentially decaying solutions for x ≷ 0 yielding
4 coefficients to match. Since the number of constraints
(4 from boundary conditions and 1 from normalization)
is larger than the number of linearly independent coeffi-
cients, there are no zero energy solutions for C0>0. On
the other hand, similar analysis for C0<0 always yields
three roots with Re[z]<0 either in λ=1 or λ=−1 chan-
nels resulting in six coefficients to match. Therefore, in
this case there is a pair of zero-energy Majorana states.
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Figure 1 |Majorana fermions appear at the ends of a 1D ‘spinless’ p-wave
superconductor, which can be experimentally realized in semiconducting
wires21,22. a, Pictorial representation of the ground state of equation (1) in

the limit µ=0, t= |�|. Each spinless fermion in the chain is decomposed in

terms of two Majorana fermions γA,x and γB,x. Majoranas γB,x and γA,x+1

combine to form an ordinary, finite-energy fermion, leaving two zero-energy

end Majoranas γA,1 and γB,N as shown
23
. b, A spin–orbit-coupled

semiconducting wire deposited on an s-wave superconductor can be driven
into a topological superconducting state exhibiting such end Majorana

modes by applying an external magnetic field
21,22

. c, Band structure of the

semiconducting wire when B=0 (dashed lines) and B �=0 (solid lines).

When µ lies in the band gap generated by the field, pairing inherited from

the proximate superconductor drives the wire into the topological state.

characteristics of Majorana fermions—they are their own
antiparticle and constitute ‘half’ of an ordinary fermion. In this
limit the Hamiltonian becomes

H = −it

N−1�

x=1

γB,xγA,x+1

Consequently, γB,x and γA,x+1 combine to form an ordinary fermion
dx = (γA,x+1 + iγB,x)/2, which costs energy 2t , reflecting the wire’s
bulk gap. Conspicuously absent fromH , however, are γA,1 and γB,N ,
which represent end-Majorana modes. These can be combined into
an ordinary (although highly non-local) zero-energy fermion dend =
(γA,1+ iγB,N )/2. Thus there are two degenerate ground states which
serve as topologically protected qubit states: |0� and |1� = dend

†|0�,
where dend|0�=0. Figure 1a illustrates this physics pictorially.

Away from this limit the Majorana end states no longer retain
this simple form, but survive provided the bulk gap remains finite23.
This occurs when |µ| < 2t , where a partially filled band pairs. The
bulk gap closes when |µ| = 2t . For larger |µ|, pairing occurs in a
fully occupied or vacant band, and a trivial superconducting state
without Majoranas emerges.

Realizing Kitaev’s topological superconducting state experimen-
tally requires a ‘spinless’ system (that is, with one pair of Fermi
points) that p-wave pairs at the Fermi energy. Both criteria can
be satisfied in a spin–orbit-coupled semiconducting wire deposited
on an s-wave superconductor by applying a magnetic field21,22 (see
Fig. 1b). The simplestHamiltonian describing such awire reads

H =
�

dx
�
ψx

†

�
− h̄

2∂x
2

2m
−µ− ih̄uê ·σ∂x

− gµBBz

2
σ z

�
ψx + (|�|eiϕψ↓xψ↑x +h.c .)

�
(3)

The operator ψαx corresponds to electrons with spin α, effective
mass m, and chemical potential µ. (We suppress the spin indices
except in the pairing term.) In the third term, u denotes the
spin–orbit31,32 strength, and σ = (σ x ,σ y ,σ z) is a vector of Pauli

matrices. This coupling favours aligning spins along or against the
unit vector ê, which we assume lies in the (x,y) plane. The fourth
term represents the Zeeman coupling due to the magnetic field
Bz < 0. Note that spin–orbit enhancement can lead33 to g � 2.
Finally, the last term reflects the spin-singlet pairing inherited from
the superconductor bymeans of the proximity effect.

To understand the physics of equation (3), consider first
Bz = � = 0. The dashed lines in Fig. 1c illustrate the band
structure here—clearly no ‘spinless’ regime is possible. Introducing
a magnetic field generates a band gap ∝|Bz | at zero momentum, as
the solid line in Fig. 1c depicts. When µ lies in this gap the system
exhibits a single pair of Fermi points as desired. Turning on �
weakly compared to the gap then effectively p-wave pairs fermions
in the lower band with momentum k and −k, driving the wire
into Kitaev’s topological phase21,22. (Singlet pairing in equation (3)
generates p-wave pairing because spin–orbit coupling favours
opposite spins for k and −k states.) Quantitatively, realizing the
topological phase requires21,22 |�|< gµB|Bz |/2, which we hereafter
assume holds. The opposite limit |�| > gµB|Bz |/2 effectively
violates the ‘spinless’ criterion because pairing strongly intermixes
states from the upper band, producing an ordinary superconductor
without Majorana modes.

In the topological phase, the connection to equation (1) becomes
more explicit when gµB|Bz | � mu

2, |�| where the spins nearly
polarize. One can then project equation (3) onto a simpler one-
band problem by writing ψ↑x ∼ (u(ey + iex)/gµB|Bz |)∂x�x and
ψ↓x ∼ �x , with �x the lower-band fermion operator. To leading
order, one obtains

Heff ∼
�

dx
�
�x

†

�
− h̄

2∂x
2

2m
−µeff

�
�x

+
�
|�eff|eiϕeff�x∂x�x +h.c .

��
(4)

whereµeff =µ+gµB|Bz |/2 and the effective p-wave pair field reads

|�eff|eiϕeff ≈ u|�|
gµB|Bz |

eiϕ(ey + iex) (5)

The dependence of ϕeff on ê will be important below when we
consider networks of wires. Equation (4) constitutes an effective
low-energy Hamiltonian for Kitaev’s model in equation (1) in the
low-density limit. From this perspective, the existence of end-
Majoranas in thewire becomesmanifest.We exploit this correspon-
dence below when addressing universal properties such as braiding
statistics, which must be shared by the topological phases described
by equation (3) and the simpler latticemodel, equation (1).

We now seek a practical method to manipulate Majorana
fermions in thewire. Asmotivation, consider applying a gate voltage
to adjust µ uniformly across the wire. The excitation gap obtained
from equation (3) at k=0 varies withµ as

Egap(k = 0)=
����
gµB|Bz |

2
−

�
|�|2 +µ2

����

For |µ|<µc =
√
(gµBBz/2)2 − |�|2 the topological phase with end

Majoranas emerges, whereas for |µ| > µc a topologically trivial
phase appears. A uniform gate voltage thus allows the creation or
removal of the Majorana fermions. However, when |µ| = µc the
bulk gap closes, and the excitation spectrum at small momentum
behaves as Egap(k)≈ h̄v|k|, with velocity v = 2u|�|/(gµB|Bz |). The
gap closure is clearly undesirable, as we would like to manipulate
Majorana fermionswithout generating further quasiparticles.

This problem can be circumvented by employing a ‘keyboard’
of locally tunable gates as in Fig. 2, each impacting µ over a finite
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FIG. 1: (Color online) (a) Top view of SM/SC heterostructure

embedded into small-inductance SC loop. (b) Side view of the

SM/SC heterostructure. The nanowire can be top-gated to

control chemical potential. Here we assume L�ξ and L1�ξ
with ξ being the SC coherence length. (c) Proposed read-out

scheme for the Andreev energy levels. Inductively coupled

rf-driven tank circuit allows time-resolved measuring of the

effective state-dependent Josephson inductance [19].

heterostructure exhibits unusual behavior due to the
presence of MFs in the system. In particular, the spec-
trum of Andreev states has an odd number of crossings
at E=0 in the TP phase (C0≡µ

2+∆2
0−V

2
x<0 with µ be-

ing chemical potential) whereas in the TP trivial phase
(C0>0) the number of crossings is even. Odd number
of crossings is associated with the presence of MFs in
the system leading to 4π-periodic Andreev energy spec-
trum [8]. Thus, this difference in the spectrum allows
distinguishing TP and conventional SCs. The remark-
able feature of the present proposal is that by changing
Bx or µ across the phase boundary between TP trivial
and nontrivial superconducting phases (C0 =0) one can
contrast different qualitative dependence of the Andreev
energy spectrum on magnetic flux Φ through the SQUID.

Theoretical model. We consider an infinite (L1�ξ) 1D
semiconducting wire embedded into SQUID, see Fig. 1a.
The Hamiltonian describing the nanowire reads (� = 1)

H0=

� ∞

−∞
dxψ†

σ(x)

�
− ∂2

x

2m∗ −µ+iασy∂x+Vxσx

�

σσ�
ψσ�(x), (1)

where m
∗, µ and α are the effective mass, chemical po-

tential and strength of spin-orbit Rashba interaction, re-
spectively. In-plane magnetic field Bx leads to spin split-
ting Vx=gSMµBBx/2. The radius of the wire R is small
compared to the Fermi wavelength R�λF so that there
is a single 1D mode occupied. Because of the proximity
effect between SM and SC (see Fig. 1b), Cooper pairs can
tunnel into the nanowire. These correlations can be de-
scribed by HSC=

�∞
−∞dx

�
∆(x)ψ†

↑(x)ψ
†
↓(x)+h.c.

�
. Here

∆(x) is the induced pairing potential in the nanowire
∆(x) = ∆0Θ(x−L)+∆0e

iϕΘ(−x−L) with ϕ being the
phase of the order parameter.

One can recast the full HamiltonianH=H0+HSC in the
dimensionless form by introducing rescaled coordinates
x̃≡m

∗αx and energies Ẽ≡E/m
∗α2. The BdG equations

then become H̃BdGΨ(x̃)= ẼΨ(x̃). Using the convention
for Nambu spinors Ψ(x) = (u↑(x), u↓(x), v↓(x),−v↑(x))
the BdG Hamiltonian reads

H̃BdG =

�
−1
2
∂2
x̃+iσy∂x̃−µ̃

�
τz+Ṽxσx (2)

+∆̃Θ(x̃−L̃)τx+∆̃Θ(−x̃−L̃) (cosϕτx+sinϕτy) .

The solution of the BdG equations supplemented with
appropriate boundary conditions yields the Andreev
spectrum in the junction. It is useful to solve for the
energy at ϕ = π. At this point the profile of the order
parameter in the limit of L� ξ forms a domain wall,
which under certain conditions can host a pair of Ma-
jorana bound states [6]. To demonstrate this we inves-
tigate the existence of zero-energy solution by solving
H̃BdGΨ0(x) = 0. At ϕ=π, BdG Hamiltonian (2) is real
and, thus, one can construct real Nambu spinors Ψ0(x).
According to the particle-hole symmetry if Ψ0(x) is a
solution, then σyτyΨ0(x) is also a solution. This im-
poses the constraint on the spinor degrees of freedom:
v↑/↓(x) = λu↑/↓(x) with λ = ±1. Thus, the 4 × 4 BdG
Hamiltonian can be reduced to 2× 2 matrix:
�

− 1
2∂

2
x̃−µ̃ Vx+λ∆̃(x̃)+∂x̃

Vx−λ∆̃(x̃)−∂x̃ − 1
2∂

2
x̃−µ̃

��
u↑(x̃)
u↓(x̃)

�
=0. (3)

One can seek solutions of Eq. (3) in the form u↑/↓(x̃)∝e
zx̃

and require solutions for x ≷ 0 to be normalizable. Let
us concentrate on the x>0 case. Then, the characteristic
equation for z following from Eq.(3) reads

z
4+4(µ̃+1)z2+8λ∆̃0z+4C0=0 with C0= µ̃

2+∆̃2
0−Ṽ

2
x .

(4)

The roots zi of the above quartic equation with real coef-
ficients should satisfy the following constraints:

�4
i=1 zi=

4C0 and
�4

i=1 zi =0. If all zi are real and C0 > 0, these
constraints are satisfied only when the number of solu-
tions with Re[z]≷ 0 is the same. If Eq.(4) has at least
one complex solution z1=a+ib, then there is another so-
lution z2= a−ib. Since the other two solutions are given
by the quadratic equation, one can express these roots in
terms of a and b: z3,4=−a±

�
a2−4C0/(a2+b2). Given

that |Re[
�
a2−4C0/(a2+b2)]|< |a| for C0 > 0, there are

two solutions with Re[z]≷ 0, respectively. Different val-
ues of λ change the sign of a, and this conclusion is valid
for both channels λ=±1. Thus, when C0 > 0 there are
two exponentially decaying solutions for x ≷ 0 yielding
4 coefficients to match. Since the number of constraints
(4 from boundary conditions and 1 from normalization)
is larger than the number of linearly independent coeffi-
cients, there are no zero energy solutions for C0>0. On
the other hand, similar analysis for C0<0 always yields
three roots with Re[z]<0 either in λ=1 or λ=−1 chan-
nels resulting in six coefficients to match. Therefore, in
this case there is a pair of zero-energy Majorana states.

Potential issues:
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Figure 1 |Majorana fermions appear at the ends of a 1D ‘spinless’ p-wave
superconductor, which can be experimentally realized in semiconducting
wires21,22. a, Pictorial representation of the ground state of equation (1) in

the limit µ=0, t= |�|. Each spinless fermion in the chain is decomposed in

terms of two Majorana fermions γA,x and γB,x. Majoranas γB,x and γA,x+1

combine to form an ordinary, finite-energy fermion, leaving two zero-energy

end Majoranas γA,1 and γB,N as shown
23
. b, A spin–orbit-coupled

semiconducting wire deposited on an s-wave superconductor can be driven
into a topological superconducting state exhibiting such end Majorana

modes by applying an external magnetic field
21,22

. c, Band structure of the

semiconducting wire when B=0 (dashed lines) and B �=0 (solid lines).

When µ lies in the band gap generated by the field, pairing inherited from

the proximate superconductor drives the wire into the topological state.

characteristics of Majorana fermions—they are their own
antiparticle and constitute ‘half’ of an ordinary fermion. In this
limit the Hamiltonian becomes

H = −it

N−1�

x=1

γB,xγA,x+1

Consequently, γB,x and γA,x+1 combine to form an ordinary fermion
dx = (γA,x+1 + iγB,x)/2, which costs energy 2t , reflecting the wire’s
bulk gap. Conspicuously absent fromH , however, are γA,1 and γB,N ,
which represent end-Majorana modes. These can be combined into
an ordinary (although highly non-local) zero-energy fermion dend =
(γA,1+ iγB,N )/2. Thus there are two degenerate ground states which
serve as topologically protected qubit states: |0� and |1� = dend

†|0�,
where dend|0�=0. Figure 1a illustrates this physics pictorially.

Away from this limit the Majorana end states no longer retain
this simple form, but survive provided the bulk gap remains finite23.
This occurs when |µ| < 2t , where a partially filled band pairs. The
bulk gap closes when |µ| = 2t . For larger |µ|, pairing occurs in a
fully occupied or vacant band, and a trivial superconducting state
without Majoranas emerges.

Realizing Kitaev’s topological superconducting state experimen-
tally requires a ‘spinless’ system (that is, with one pair of Fermi
points) that p-wave pairs at the Fermi energy. Both criteria can
be satisfied in a spin–orbit-coupled semiconducting wire deposited
on an s-wave superconductor by applying a magnetic field21,22 (see
Fig. 1b). The simplestHamiltonian describing such awire reads

H =
�

dx
�
ψx

†

�
− h̄

2∂x
2

2m
−µ− ih̄uê ·σ∂x

− gµBBz

2
σ z

�
ψx + (|�|eiϕψ↓xψ↑x +h.c .)

�
(3)

The operator ψαx corresponds to electrons with spin α, effective
mass m, and chemical potential µ. (We suppress the spin indices
except in the pairing term.) In the third term, u denotes the
spin–orbit31,32 strength, and σ = (σ x ,σ y ,σ z) is a vector of Pauli

matrices. This coupling favours aligning spins along or against the
unit vector ê, which we assume lies in the (x,y) plane. The fourth
term represents the Zeeman coupling due to the magnetic field
Bz < 0. Note that spin–orbit enhancement can lead33 to g � 2.
Finally, the last term reflects the spin-singlet pairing inherited from
the superconductor bymeans of the proximity effect.

To understand the physics of equation (3), consider first
Bz = � = 0. The dashed lines in Fig. 1c illustrate the band
structure here—clearly no ‘spinless’ regime is possible. Introducing
a magnetic field generates a band gap ∝|Bz | at zero momentum, as
the solid line in Fig. 1c depicts. When µ lies in this gap the system
exhibits a single pair of Fermi points as desired. Turning on �
weakly compared to the gap then effectively p-wave pairs fermions
in the lower band with momentum k and −k, driving the wire
into Kitaev’s topological phase21,22. (Singlet pairing in equation (3)
generates p-wave pairing because spin–orbit coupling favours
opposite spins for k and −k states.) Quantitatively, realizing the
topological phase requires21,22 |�|< gµB|Bz |/2, which we hereafter
assume holds. The opposite limit |�| > gµB|Bz |/2 effectively
violates the ‘spinless’ criterion because pairing strongly intermixes
states from the upper band, producing an ordinary superconductor
without Majorana modes.

In the topological phase, the connection to equation (1) becomes
more explicit when gµB|Bz | � mu

2, |�| where the spins nearly
polarize. One can then project equation (3) onto a simpler one-
band problem by writing ψ↑x ∼ (u(ey + iex)/gµB|Bz |)∂x�x and
ψ↓x ∼ �x , with �x the lower-band fermion operator. To leading
order, one obtains

Heff ∼
�

dx
�
�x

†

�
− h̄

2∂x
2

2m
−µeff

�
�x

+
�
|�eff|eiϕeff�x∂x�x +h.c .

��
(4)

whereµeff =µ+gµB|Bz |/2 and the effective p-wave pair field reads

|�eff|eiϕeff ≈ u|�|
gµB|Bz |

eiϕ(ey + iex) (5)

The dependence of ϕeff on ê will be important below when we
consider networks of wires. Equation (4) constitutes an effective
low-energy Hamiltonian for Kitaev’s model in equation (1) in the
low-density limit. From this perspective, the existence of end-
Majoranas in thewire becomesmanifest.We exploit this correspon-
dence below when addressing universal properties such as braiding
statistics, which must be shared by the topological phases described
by equation (3) and the simpler latticemodel, equation (1).

We now seek a practical method to manipulate Majorana
fermions in thewire. Asmotivation, consider applying a gate voltage
to adjust µ uniformly across the wire. The excitation gap obtained
from equation (3) at k=0 varies withµ as

Egap(k = 0)=
����
gµB|Bz |

2
−

�
|�|2 +µ2

����

For |µ|<µc =
√
(gµBBz/2)2 − |�|2 the topological phase with end

Majoranas emerges, whereas for |µ| > µc a topologically trivial
phase appears. A uniform gate voltage thus allows the creation or
removal of the Majorana fermions. However, when |µ| = µc the
bulk gap closes, and the excitation spectrum at small momentum
behaves as Egap(k)≈ h̄v|k|, with velocity v = 2u|�|/(gµB|Bz |). The
gap closure is clearly undesirable, as we would like to manipulate
Majorana fermionswithout generating further quasiparticles.

This problem can be circumvented by employing a ‘keyboard’
of locally tunable gates as in Fig. 2, each impacting µ over a finite
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FIG. 1: (Color online) (a) Top view of SM/SC heterostructure

embedded into small-inductance SC loop. (b) Side view of the

SM/SC heterostructure. The nanowire can be top-gated to

control chemical potential. Here we assume L�ξ and L1�ξ
with ξ being the SC coherence length. (c) Proposed read-out

scheme for the Andreev energy levels. Inductively coupled

rf-driven tank circuit allows time-resolved measuring of the

effective state-dependent Josephson inductance [19].

heterostructure exhibits unusual behavior due to the
presence of MFs in the system. In particular, the spec-
trum of Andreev states has an odd number of crossings
at E=0 in the TP phase (C0≡µ

2+∆2
0−V

2
x<0 with µ be-

ing chemical potential) whereas in the TP trivial phase
(C0>0) the number of crossings is even. Odd number
of crossings is associated with the presence of MFs in
the system leading to 4π-periodic Andreev energy spec-
trum [8]. Thus, this difference in the spectrum allows
distinguishing TP and conventional SCs. The remark-
able feature of the present proposal is that by changing
Bx or µ across the phase boundary between TP trivial
and nontrivial superconducting phases (C0 =0) one can
contrast different qualitative dependence of the Andreev
energy spectrum on magnetic flux Φ through the SQUID.

Theoretical model. We consider an infinite (L1�ξ) 1D
semiconducting wire embedded into SQUID, see Fig. 1a.
The Hamiltonian describing the nanowire reads (� = 1)

H0=

� ∞

−∞
dxψ†

σ(x)

�
− ∂2

x

2m∗ −µ+iασy∂x+Vxσx

�

σσ�
ψσ�(x), (1)

where m
∗, µ and α are the effective mass, chemical po-

tential and strength of spin-orbit Rashba interaction, re-
spectively. In-plane magnetic field Bx leads to spin split-
ting Vx=gSMµBBx/2. The radius of the wire R is small
compared to the Fermi wavelength R�λF so that there
is a single 1D mode occupied. Because of the proximity
effect between SM and SC (see Fig. 1b), Cooper pairs can
tunnel into the nanowire. These correlations can be de-
scribed by HSC=

�∞
−∞dx

�
∆(x)ψ†

↑(x)ψ
†
↓(x)+h.c.

�
. Here

∆(x) is the induced pairing potential in the nanowire
∆(x) = ∆0Θ(x−L)+∆0e

iϕΘ(−x−L) with ϕ being the
phase of the order parameter.

One can recast the full HamiltonianH=H0+HSC in the
dimensionless form by introducing rescaled coordinates
x̃≡m

∗αx and energies Ẽ≡E/m
∗α2. The BdG equations

then become H̃BdGΨ(x̃)= ẼΨ(x̃). Using the convention
for Nambu spinors Ψ(x) = (u↑(x), u↓(x), v↓(x),−v↑(x))
the BdG Hamiltonian reads

H̃BdG =

�
−1
2
∂2
x̃+iσy∂x̃−µ̃

�
τz+Ṽxσx (2)

+∆̃Θ(x̃−L̃)τx+∆̃Θ(−x̃−L̃) (cosϕτx+sinϕτy) .

The solution of the BdG equations supplemented with
appropriate boundary conditions yields the Andreev
spectrum in the junction. It is useful to solve for the
energy at ϕ = π. At this point the profile of the order
parameter in the limit of L� ξ forms a domain wall,
which under certain conditions can host a pair of Ma-
jorana bound states [6]. To demonstrate this we inves-
tigate the existence of zero-energy solution by solving
H̃BdGΨ0(x) = 0. At ϕ=π, BdG Hamiltonian (2) is real
and, thus, one can construct real Nambu spinors Ψ0(x).
According to the particle-hole symmetry if Ψ0(x) is a
solution, then σyτyΨ0(x) is also a solution. This im-
poses the constraint on the spinor degrees of freedom:
v↑/↓(x) = λu↑/↓(x) with λ = ±1. Thus, the 4 × 4 BdG
Hamiltonian can be reduced to 2× 2 matrix:
�

− 1
2∂

2
x̃−µ̃ Vx+λ∆̃(x̃)+∂x̃

Vx−λ∆̃(x̃)−∂x̃ − 1
2∂

2
x̃−µ̃

��
u↑(x̃)
u↓(x̃)

�
=0. (3)

One can seek solutions of Eq. (3) in the form u↑/↓(x̃)∝e
zx̃

and require solutions for x ≷ 0 to be normalizable. Let
us concentrate on the x>0 case. Then, the characteristic
equation for z following from Eq.(3) reads

z
4+4(µ̃+1)z2+8λ∆̃0z+4C0=0 with C0= µ̃

2+∆̃2
0−Ṽ

2
x .

(4)

The roots zi of the above quartic equation with real coef-
ficients should satisfy the following constraints:

�4
i=1 zi=

4C0 and
�4

i=1 zi =0. If all zi are real and C0 > 0, these
constraints are satisfied only when the number of solu-
tions with Re[z]≷ 0 is the same. If Eq.(4) has at least
one complex solution z1=a+ib, then there is another so-
lution z2= a−ib. Since the other two solutions are given
by the quadratic equation, one can express these roots in
terms of a and b: z3,4=−a±

�
a2−4C0/(a2+b2). Given

that |Re[
�
a2−4C0/(a2+b2)]|< |a| for C0 > 0, there are

two solutions with Re[z]≷ 0, respectively. Different val-
ues of λ change the sign of a, and this conclusion is valid
for both channels λ=±1. Thus, when C0 > 0 there are
two exponentially decaying solutions for x ≷ 0 yielding
4 coefficients to match. Since the number of constraints
(4 from boundary conditions and 1 from normalization)
is larger than the number of linearly independent coeffi-
cients, there are no zero energy solutions for C0>0. On
the other hand, similar analysis for C0<0 always yields
three roots with Re[z]<0 either in λ=1 or λ=−1 chan-
nels resulting in six coefficients to match. Therefore, in
this case there is a pair of zero-energy Majorana states.

Potential issues:
• Chemical potential tuning
• Effects of disorder 
• Detection
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Aharonov–Bohm interference in topological
insulator nanoribbons
Hailin Peng1,2*, Keji Lai3,4*, Desheng Kong1, Stefan Meister1, Yulin Chen3,4,5, Xiao-Liang Qi4,5,
Shou-Cheng Zhang4,5, Zhi-Xun Shen3,4,5 and Yi Cui1†

Topological insulators represent unusual phases of quantum
matter with an insulating bulk gap and gapless edges or surface
states. The two-dimensional topological insulator phase was
predicted in HgTe quantum wells1 and confirmed by trans-
port measurements2. Recently, Bi2Se3 and related materials
have been proposed as three-dimensional topological insula-
tors with a single Dirac cone on the surface3,4, protected by
time-reversal symmetry5–7. The topological surface states have
been observed by angle-resolved photoemission spectroscopy
experiments4,8. However, few transport measurements9 in this
context have been reported, presumably owing to the pre-
dominance of bulk carriers from crystal defects or thermal
excitations10. Here we show unambiguous transport evidence
of topological surface states through periodic quantum inter-
ference effects in layered single-crystalline Bi2Se3 nanorib-
bons, which have larger surface-to-volume ratios than bulk
materials and can therefore manifest surface effects. Pro-
nounced Aharonov–Bohm oscillations11 in the magnetoresis-
tance clearly demonstrate the coherent propagation of two-
dimensional electrons around the perimeter of the nanoribbon
surface, as expected from the topological nature of the surface
states. The dominance of the primary h/e oscillation, where
h is Planck’s constant and e is the electron charge, and its
temperature dependence demonstrate the robustness of these
states. Our results suggest that topological insulator nanorib-
bons afford promisingmaterials for future spintronic devices at
room temperature12.

Electronic properties at the surface of a solid can be very different

from those in the bulk. Dangling bonds or reconstruction of the

atoms owing to the inevitable loss of periodic lattice structure

could result in surface states, which are absent in the bulk energy

spectrum. In most materials, details of the surface geometry and

chemistry can easily alter these fragile states. Recent theoretical

work, however, has predicted a new class of quantum matter

with an insulating bulk gap and gapless edge or surface states:

the topological insulators in two
1,13,14

and three dimensions
5–7

,

respectively. These robust low-dimensional conducting states

are topologically protected against all time-reversal-invariant

perturbations, such as scattering by non-magnetic impurities,

crystalline defects and distortion of the surface itself. Dissipationless

spin currents may be generated at the edge or surface states for

spintronics and quantum-computing applications. Experimentally,

the two-dimensional (2D) topological insulator phase has been

predicted and realized in HgTe quantum wells
1,2
. The 3D
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Engineering, Peking University, Beijing 100871, P. R. China, 3Department of Applied Physics, Stanford University, Stanford, California 94305, USA,
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†e-mail: yicui@stanford.edu.

topological insulator phase was reported in Bi1−xSbx alloy
15

with

complicated topological surface states. 3D topological insulators

with the simplest possible surface states consisting of a single

Dirac cone, on the other hand, have been proposed theoretically
3

in stoichiometric compounds Bi2Se3, Bi2Te3 and Sb2Te3, and

topological surface states have been observed independently by

angle-resolved photoemission spectroscopy (ARPES) experiments

in Bi2Se3 (ref. 4). Recently, the bulk insulating phase has been

achieved in Bi2Te3 (ref. 8) as observed by ARPES. Among

these materials, Bi2Se3, a narrow gap semiconductor for infrared

detectors and thermoelectric applications
16
, has a simple band

structure with a single Dirac cone on the surface and a large non-

trivial bulk gap of 0.3 eV (refs 3, 4). These properties make Bi2Se3

ideal for the realization of interesting topological phenomena, such

as the image monopole effect
7,17

and Majorana fermions
18
, as well

as future room-temperature spintronic applications.

However, the surface states in topological insulators have

been mainly investigated by ARPES (refs 4, 8, 15). Transport

measurements, on the other hand, should be a straightforward

probe to study the properties of such low-dimensional electronic

states
10
. For instance, if conduction occurs mainly through the

2D channel, the conductance would scale with the geometry of

the sample surface rather than that of the bulk. Under strong

magnetic fields, the characteristics of the 2D Fermi surface can

be mapped out by the Shubnikov–de Haas (SdH) oscillations of

the magnetoresistance
19
, in which the magnetoresistance varies

periodically with the inverse magnetic field (1/B). Finally, quantum
interference effects associated with the surface states may occur for

mesoscopic samples where the low-temperature phase coherence

length is comparable to the sample dimensions
20
. However, despite

extensive transport experiments on bulk Bi2Se3 since the 1970s

(ref. 21), there has been no report of a conducting surface layer, and

the predicted topological features have not been addressed. Such

a seeming discrepancy is understandable in a macroscopic bulk

crystal because the residual bulk carriers owing to crystal defects

or thermal excitations in a small bulk gap semiconductor can easily

mask the transport signatures of the 2D surface electrons.

The contribution of the bulk carriers can be suppressed by

reducing sample size. Quasi-1D nanoribbons, with their large

surface-to-volume ratios, provide excellent geometries for probing

the transport properties of surface states. In this work, single-

crystalline Bi2Se3 nanoribbons are synthesized by means of a

gold-catalysed vapour–liquid–solid (VLS) growth
22
. The layered

Bi2Se3 has a rhombohedral phase with the space group D5

3d (R3̄m)
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Superconducting proximity effect and possible evidence for Pearl vortices
in a candidate topological insulator

Duming Zhang, Jian Wang, Ashley M. DaSilva, Joon Sue Lee, Humberto R. Gutierrez, Moses H. W. Chan,
Jainendra Jain, and Nitin Samarth*
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We report the observation of the superconducting proximity effect in nanoribbons of a candidate topological
insulator (Bi2Se3), which is interfaced with superconducting (tungsten) contacts. We observe a supercurrent and
multiple Andreev reflections for channel lengths that are much longer than the inelastic and diffusive thermal
lengths deduced from normal-state transport. This suggests that the proximity effect couples preferentially to a
ballistic surface transport channel, even in the presence of a coexisting diffusive bulk channel. When a magnetic
field is applied perpendicular to the plane of the nanoribbon, we observe magnetoresistance oscillations that are
periodic in magnetic field. Quantitative comparison with a model of vortex blockade relates the occurrence of
these oscillations to the formation of Pearl vortices in the region of proximity-induced superconductivity.

DOI: 10.1103/PhysRevB.84.165120 PACS number(s): 73.25.+i, 03.65.Vf, 71.70.Ej, 72.15.Rn

I. INTRODUCTION

Proximity-induced superconductivity in superconductor-
normal (SN) conductor junctions has a long history of theoret-
ical and experimental study.1 Recently, the superconducting
proximity effect has attracted renewed theoretical attention
within the context of topological insulators (TIs), materials
wherein topologically protected, spin-polarized surface states
are created by the combination of strong spin-orbit coupling
and time-reversal symmetry.2,3 Interfacing a TI with a conven-
tional superconductor is of fundamental interest for a variety
of reasons. At such interfaces, theory predicts the formation
of zero-energy-mode quasiparticles that are condensed matter
analogs of elementary fermionic excitations envisioned by
Majorana, but not yet observed in nature.4–6 Furthermore, the
“locking” of spin and momentum in TI surface states raises
important theoretical questions about the nature of the prox-
imity effect at TI and superconductor junctions,7 and recent
experiments suggest that the measurement geometry could
have a significant influence on the observed phenomena.8

Evidence for the proximity effect was provided in an early
study9 that interfaced a superconductor with Bi1-xSbx , a
material now recognized10,11 as a three-dimensional (3D) TI.
More recently,12 a supercurrent was observed in thin exfoliated
samples of another TI (Bi2Se3). Bulk superconductivity has
also been seen in compounds derived from a parent TI.13,14

However, systematic studies of proximity-induced supercon-
ductivity in candidate TIs are still in their infancy.

In this paper, we discuss measurements of the proximity
effect in mesoscopic Bi2Se3 channels interfaced with su-
perconducting tungsten (W) leads. Our principal aim is to
report the observation of two experimental results. First, we
show that, even in nonideal TI samples with bulk conduction,
ballistic transport in the surface states can manifest through
the persistence of a supercurrent and multiple Andreev
reflections over significantly longer distances than the phase
breaking and diffusive thermal lengths deduced from (bulk-
dominated) normal-state transport. Second, at temperatures
above the onset of complete superconductivity, we observe

magnetoresistance (MR) oscillations that can not be under-
stood using conventional scenarios such as fluxoid quanti-
zation or the Aharonov-Bohm effect. Instead, the data are
quantitatively explained using a recent model15 that relates
MR oscillations in superconducting channels to the “Weber
blockade” of Pearl vortices. The combined observation of
proximity-induced superconductivity and vortices in a TI-
superconductor configuration could be relevant in the ongoing
search for Majorana fermions.4–6

II. SYNTHESIS AND CHARACTERIZATION OF
Bi2Se3NANORIBBONS

The Bi2Se3 nanoribbons studied here were synthesized via
gold catalyzed vapor-liquid-solid mechanism using a horizon-
tal tube furnace.16,17 The source material Bi2Se3 shots (Alfa
Aesar, 99.999%) were placed in the center of the hot furnace
where the temperature was kept at ∼530 ◦C during the growth.
A Si (100) substrate dispersed with gold catalyst particles
(∼20 nm in diameter) was placed downstream at the cold
region zone. The tube was flushed with Ar several times before
the growth to remove residual oxygen. A 60-sccm Ar flow was
kept at 1 Torr at the base pressure of ∼10 mTorr during the
growth. The furnace was cooled down to room temperature
after a 1 hour and 30 minute growth. Figure 1(a) shows a
scanning electron microscopy (SEM) image of an as-grown
sample. A typical growth usually produces nanoribbons with
thickness 60 ! t ! 100 nm, width 200 ! w ! 500 nm, and
length 2 ! L ! 30 µm. Figure 1(b) shows a high-resolution
transmission electron microscopy (TEM) image from the edge
of a typical nanoribbon. The interplanar distance along the
nanoribbon growth direction is 0.21 nm, which is consistent
with the Bi2Se3 lattice constant (a = b = 0.4140 nm, c =
2.8636 nm). Figure 1(c) is a selected area electron diffraction
pattern from the same ribbon: all the nanoribbons we have
studied so far show a growth direction along [112̄0]. The clear
lattice fringes and the electron diffraction pattern indicate that
these ribbons are single crystals with little disorder.
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FIG. 1. (Color online) SEM image of as-grown Bi2Se3 nanorib-
bons on a Si substrate. (b) High-resolution transmission electron
microscopy (HRTEM) image from the edge of a Bi2Se3 nanoribbon.
The interplanar distance along the growth direction [112̄0] is 0.21 nm.
(c) Selected area electron diffraction pattern from the nanoribbon in
(b) shows hexagonal symmetry. The growth direction is along [112̄0].
(d) A typical Raman spectrum from a single Bi2Se3 nanoribbon with
514.5 nm excitation at room temperature. All three vibration modes
are consistent with those from bulk Bi2Se3. The inset shows an optical
image of a nanoribbon supported over a hole of a TEM grid. The spot
on the nanoribbon is the laser illumination.

We obtained additional confirmation about the crystalline
phase of the samples using Raman spectroscopy of individual
Bi2Se3 nanoribbons. Figure 1(d) shows a typical room-
temperature Raman spectrum from a single Bi2Se3 nanoribbon
supported over one of the holes in a TEM grid; the data were
taken with 514.5 nm excitation and the geometry ensures that
the backscattered light only originates from the nanoribbon
of interest. The incident radiation was polarized parallel to
the nanoribbon growth direction, and the scattered radiation
was unpolarized. The measurements were performed with a
very low incident laser power (∼10 µW with a spot size of
∼ 1 µm) to avoid sample overheating. Three characteristic
Raman modes are observed: ∼72 cm−1, out-of-plane vibration
mode; ∼132 cm−1, in-plane vibration mode; and ∼173 cm−1,

(a) (b)

FIG. 2. (Color online) (a) High-angle annular dark field image
of a W strip deposited on a Bi2Se3 nanoribbon supported on a
holey carbon TEM grid using the same deposition conditions for
the actual devices. In the region next to the W contact (indicated
by the circle), selected area diffraction pattern (inset) shows clear
hexagonal Bi2Se3 single-crystal structure. The line on the nanoribbon
indicates the position of the X-ray energy dispersive spectroscopy
(EDS) line profile and the arrow shows the line-scan direction. EDS
spectra separated by 50 nm were collected in STEM mode using drift
correction. (b) EDS counts (arb. units) vs position plot of elemental
W, Bi, and Se. The W signal is within the background at ∼450 nm,
which corresponds to a spread of ∼250 nm from the left visible edge
of the tungsten contact.

out-of-plane vibration mode. All these modes are consistent
with those observed from bulk Bi2Se3.18

We fabricated electrical transport devices by transferring as-
grown Bi2Se3 nanoribbons to a Si substrate with a 1-µm-thick
Si3N4 insulating layer and then depositing superconducting
tungsten and/or normal platinum (Pt) electrodes using a dual
beam focused ion beam (FIB) etching and deposition system.
The tungsten contacts are contaminated with carbon and gal-
lium and, consequently, have a high superconducting transition
temperature (4 K ! TC ! 5 K) and a large critical field
(Hc " 70 kOe).19 The correspondingly large superconducting
energy gap (! ∼ 0.7 meV) allows good energy resolution
in differential conductance measurements. Furthermore, the
large critical field lends such devices to explorations of
possible vortex formation in regions of proximity-induced
superconductivity. The FIB method also has the advantage
of forming good Ohmic contacts with Bi2Se3 nanoribbons,
albeit at the price of localized damage in the contact area.
TEM measurements of test structures [Fig. 2(a)] show that
the nanoribbons remain in the single-crystal Bi2Se3 phase
after FIB deposition, apart from the region immediately
underneath the tungsten contacts. The typical electrode is
about 200–400 nm wide and ∼50 nm high. X-ray energy
dispersive profile scans in scanning TEM studies [Fig. 2(b)]
show that the tungsten spreads about 250 nm from the visible
edge of the contact. We conservatively estimate that the
contacts have a resistance-area product RA ∼ 10−10"m2.
To rule out the possible shorting between closely spaced
tungsten contacts, we also carried out a control measurement
by depositing two tungsten strips with a visible edge-to-edge
separation of 460 nm on a Si3N4 substrate; we found that the
(two-probe) resistance of this configuration was larger than
0.5 M" at T = 500 mK, well below the superconducting
transition temperature of the tungsten contacts. To further
rule out insidious spreading effects that could occur in a
nanostructure geometry, we also examined (undoped) ZnSe
nanowires with tungsten contacts and again found no signs of
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We report the observation of the superconducting proximity effect in nanoribbons of a candidate topological
insulator (Bi2Se3), which is interfaced with superconducting (tungsten) contacts. We observe a supercurrent and
multiple Andreev reflections for channel lengths that are much longer than the inelastic and diffusive thermal
lengths deduced from normal-state transport. This suggests that the proximity effect couples preferentially to a
ballistic surface transport channel, even in the presence of a coexisting diffusive bulk channel. When a magnetic
field is applied perpendicular to the plane of the nanoribbon, we observe magnetoresistance oscillations that are
periodic in magnetic field. Quantitative comparison with a model of vortex blockade relates the occurrence of
these oscillations to the formation of Pearl vortices in the region of proximity-induced superconductivity.
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I. INTRODUCTION

Proximity-induced superconductivity in superconductor-
normal (SN) conductor junctions has a long history of theoret-
ical and experimental study.1 Recently, the superconducting
proximity effect has attracted renewed theoretical attention
within the context of topological insulators (TIs), materials
wherein topologically protected, spin-polarized surface states
are created by the combination of strong spin-orbit coupling
and time-reversal symmetry.2,3 Interfacing a TI with a conven-
tional superconductor is of fundamental interest for a variety
of reasons. At such interfaces, theory predicts the formation
of zero-energy-mode quasiparticles that are condensed matter
analogs of elementary fermionic excitations envisioned by
Majorana, but not yet observed in nature.4–6 Furthermore, the
“locking” of spin and momentum in TI surface states raises
important theoretical questions about the nature of the prox-
imity effect at TI and superconductor junctions,7 and recent
experiments suggest that the measurement geometry could
have a significant influence on the observed phenomena.8

Evidence for the proximity effect was provided in an early
study9 that interfaced a superconductor with Bi1-xSbx , a
material now recognized10,11 as a three-dimensional (3D) TI.
More recently,12 a supercurrent was observed in thin exfoliated
samples of another TI (Bi2Se3). Bulk superconductivity has
also been seen in compounds derived from a parent TI.13,14

However, systematic studies of proximity-induced supercon-
ductivity in candidate TIs are still in their infancy.

In this paper, we discuss measurements of the proximity
effect in mesoscopic Bi2Se3 channels interfaced with su-
perconducting tungsten (W) leads. Our principal aim is to
report the observation of two experimental results. First, we
show that, even in nonideal TI samples with bulk conduction,
ballistic transport in the surface states can manifest through
the persistence of a supercurrent and multiple Andreev
reflections over significantly longer distances than the phase
breaking and diffusive thermal lengths deduced from (bulk-
dominated) normal-state transport. Second, at temperatures
above the onset of complete superconductivity, we observe

magnetoresistance (MR) oscillations that can not be under-
stood using conventional scenarios such as fluxoid quanti-
zation or the Aharonov-Bohm effect. Instead, the data are
quantitatively explained using a recent model15 that relates
MR oscillations in superconducting channels to the “Weber
blockade” of Pearl vortices. The combined observation of
proximity-induced superconductivity and vortices in a TI-
superconductor configuration could be relevant in the ongoing
search for Majorana fermions.4–6

II. SYNTHESIS AND CHARACTERIZATION OF
Bi2Se3NANORIBBONS

The Bi2Se3 nanoribbons studied here were synthesized via
gold catalyzed vapor-liquid-solid mechanism using a horizon-
tal tube furnace.16,17 The source material Bi2Se3 shots (Alfa
Aesar, 99.999%) were placed in the center of the hot furnace
where the temperature was kept at ∼530 ◦C during the growth.
A Si (100) substrate dispersed with gold catalyst particles
(∼20 nm in diameter) was placed downstream at the cold
region zone. The tube was flushed with Ar several times before
the growth to remove residual oxygen. A 60-sccm Ar flow was
kept at 1 Torr at the base pressure of ∼10 mTorr during the
growth. The furnace was cooled down to room temperature
after a 1 hour and 30 minute growth. Figure 1(a) shows a
scanning electron microscopy (SEM) image of an as-grown
sample. A typical growth usually produces nanoribbons with
thickness 60 ! t ! 100 nm, width 200 ! w ! 500 nm, and
length 2 ! L ! 30 µm. Figure 1(b) shows a high-resolution
transmission electron microscopy (TEM) image from the edge
of a typical nanoribbon. The interplanar distance along the
nanoribbon growth direction is 0.21 nm, which is consistent
with the Bi2Se3 lattice constant (a = b = 0.4140 nm, c =
2.8636 nm). Figure 1(c) is a selected area electron diffraction
pattern from the same ribbon: all the nanoribbons we have
studied so far show a growth direction along [112̄0]. The clear
lattice fringes and the electron diffraction pattern indicate that
these ribbons are single crystals with little disorder.
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FIG. 1. (Color online) SEM image of as-grown Bi2Se3 nanorib-
bons on a Si substrate. (b) High-resolution transmission electron
microscopy (HRTEM) image from the edge of a Bi2Se3 nanoribbon.
The interplanar distance along the growth direction [112̄0] is 0.21 nm.
(c) Selected area electron diffraction pattern from the nanoribbon in
(b) shows hexagonal symmetry. The growth direction is along [112̄0].
(d) A typical Raman spectrum from a single Bi2Se3 nanoribbon with
514.5 nm excitation at room temperature. All three vibration modes
are consistent with those from bulk Bi2Se3. The inset shows an optical
image of a nanoribbon supported over a hole of a TEM grid. The spot
on the nanoribbon is the laser illumination.

We obtained additional confirmation about the crystalline
phase of the samples using Raman spectroscopy of individual
Bi2Se3 nanoribbons. Figure 1(d) shows a typical room-
temperature Raman spectrum from a single Bi2Se3 nanoribbon
supported over one of the holes in a TEM grid; the data were
taken with 514.5 nm excitation and the geometry ensures that
the backscattered light only originates from the nanoribbon
of interest. The incident radiation was polarized parallel to
the nanoribbon growth direction, and the scattered radiation
was unpolarized. The measurements were performed with a
very low incident laser power (∼10 µW with a spot size of
∼ 1 µm) to avoid sample overheating. Three characteristic
Raman modes are observed: ∼72 cm−1, out-of-plane vibration
mode; ∼132 cm−1, in-plane vibration mode; and ∼173 cm−1,

(a) (b)

FIG. 2. (Color online) (a) High-angle annular dark field image
of a W strip deposited on a Bi2Se3 nanoribbon supported on a
holey carbon TEM grid using the same deposition conditions for
the actual devices. In the region next to the W contact (indicated
by the circle), selected area diffraction pattern (inset) shows clear
hexagonal Bi2Se3 single-crystal structure. The line on the nanoribbon
indicates the position of the X-ray energy dispersive spectroscopy
(EDS) line profile and the arrow shows the line-scan direction. EDS
spectra separated by 50 nm were collected in STEM mode using drift
correction. (b) EDS counts (arb. units) vs position plot of elemental
W, Bi, and Se. The W signal is within the background at ∼450 nm,
which corresponds to a spread of ∼250 nm from the left visible edge
of the tungsten contact.

out-of-plane vibration mode. All these modes are consistent
with those observed from bulk Bi2Se3.18

We fabricated electrical transport devices by transferring as-
grown Bi2Se3 nanoribbons to a Si substrate with a 1-µm-thick
Si3N4 insulating layer and then depositing superconducting
tungsten and/or normal platinum (Pt) electrodes using a dual
beam focused ion beam (FIB) etching and deposition system.
The tungsten contacts are contaminated with carbon and gal-
lium and, consequently, have a high superconducting transition
temperature (4 K ! TC ! 5 K) and a large critical field
(Hc " 70 kOe).19 The correspondingly large superconducting
energy gap (! ∼ 0.7 meV) allows good energy resolution
in differential conductance measurements. Furthermore, the
large critical field lends such devices to explorations of
possible vortex formation in regions of proximity-induced
superconductivity. The FIB method also has the advantage
of forming good Ohmic contacts with Bi2Se3 nanoribbons,
albeit at the price of localized damage in the contact area.
TEM measurements of test structures [Fig. 2(a)] show that
the nanoribbons remain in the single-crystal Bi2Se3 phase
after FIB deposition, apart from the region immediately
underneath the tungsten contacts. The typical electrode is
about 200–400 nm wide and ∼50 nm high. X-ray energy
dispersive profile scans in scanning TEM studies [Fig. 2(b)]
show that the tungsten spreads about 250 nm from the visible
edge of the contact. We conservatively estimate that the
contacts have a resistance-area product RA ∼ 10−10"m2.
To rule out the possible shorting between closely spaced
tungsten contacts, we also carried out a control measurement
by depositing two tungsten strips with a visible edge-to-edge
separation of 460 nm on a Si3N4 substrate; we found that the
(two-probe) resistance of this configuration was larger than
0.5 M" at T = 500 mK, well below the superconducting
transition temperature of the tungsten contacts. To further
rule out insidious spreading effects that could occur in a
nanostructure geometry, we also examined (undoped) ZnSe
nanowires with tungsten contacts and again found no signs of
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interactions22 given by

!σEEI(T ,H ) − !σEEI(T ,0) = − e2

4π2h̄
F̃σg2(T ,H ), (2)

where

g2(T ,H ) =
∫ ∞

0
d$ ln

∣∣∣∣1 −
(

gµBH/kBT

$

)2 ∣∣∣∣
d2

d$2

$

e$ − 1
,

(3)

and F̃σ is a function of the average of the static screened
Coulomb interaction over the Fermi surface. The solid lines
in Figs. 3(c) and 3(d) are fits to the above equations, using as
fitting parameters the phase-breaking length Lφ , the parameter
α, and the screening parameter F̃σ . For device G, the fits
yield Lφ∼ 90.77 nm, α = −1.30, and F̃σ= 0.0 at T = 3.0
K and Lφ∼ 137.2 nm, α = −1.34, and F̃σ= 0.0 at T = 2.0
K. For device H , the fits yield Lφ∼ 35.5 nm, α = −1.36,
and F̃σ= 0.32 at T = 3.0 K and Lφ∼ 47.0 nm, α = −1.29,
and F̃σ= 0.36 at T = 2.0 K. The fitted values of α ∼ −1.3
implies there is more than one parallel conducting channel
contributing to the conductivity.23 Note that the values of the
phase-breaking length are somewhat smaller than typically
seen in thin-film samples of Bi2Se3.20

IV. TRANSPORT MEASUREMENTS WITH
SUPERCONDUCTING (TUNGSTEN) CONTACTS:

OBSERVATION OF A SUPERCURRENT AND
MULTIPLE ANDREEV REFLECTIONS

Figure 4(a) shows the temperature dependence of the
two-probe zero-bias differential resistance (dV/dI ) of device
A with width w = 600 nm and thickness t ∼ 60 nm. The
resistance is measured between contacts with edge-to-edge
separation L = 1.08 µm (SEM image in the inset). Spreading
of the tungsten contacts implies a conservatively estimated
Bi2Se3 channel length of ∼580 nm. The figure shows the
onset of the proximity effect at T ∼ 4.7 K when the W
contacts become superconducting, eventually transitioning to a
zero-resistance supercurrent state at T ! 2 K. Figure 4(b) plots
the I -V characteristics of this device at different temperatures,
showing a critical current Ic = 1.1 µA at T = 500 mK. The
product IcRN (where RN is the normal-state resistance) has
a small value (∼165 µV $ !

e
), similar to observations in

exfoliated Bi2Se3 layers.12 As expected, Ic decreases with
increasing temperature until the supercurrent is completely
suppressed at T " 2 K.

Figure 4(c) plots dI/dV versus V at T = 500 mK, re-
vealing “subharmonic gap structure” due to multiple Andreev
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FIG. 4. (Color online) (a) Two-probe zero-bias dV/dI vs temperature for device A at H = 0. Inset shows an SEM image of the device,
with the arrow indicating the measured channel with edge-to-edge length of 1.08 µm between two W electrodes. (b) I -V characteristics of
device A at various temperatures, measured using the same contacts as in (a). (c) dI/dV vs V in device A at T = 500 mK and in zero
magnetic field. The arrows identify a consistent subharmonic series of conductance anomalies corresponding to subharmonic gap structure ( 2!

ne

with n = 2,4,8). (d) Position of differential conductance anomalies as a function of the index 1/n. (e) Surface plot of dI/dV as a function
of the current I and temperature at H = 0. (f) Surface plot of dI/dV as a function of the current I and perpendicular magnetic field H

at T = 500 mK.
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Theory: solve Dirac equation for the surface states of 
a TI cylinder threaded by magnetic flux

[see Ostrovsky et al. PRL 105, 036803 (2010)] 
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Theory: solve Dirac equation for the surface states of 
a TI cylinder threaded by magnetic flux

[see Ostrovsky et al. PRL 105, 036803 (2010)] 

h =
1
2
v
�
�∇ · n + n · (p× σ) + (p× σ) · n

�
+m · σ

Φ

p→ p− (e/c)A

Include flux through minimal substitution 

and solve using cylindrical symmetry

15



ψkl(z,ϕ) = eiϕle−ikz

�
fkl

eiϕgkl
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Assuming m along z the solution 
is of the form

hkl = σ2k + σ3[(l +
1
2
− η)/R + mz]

The spinor is an eigenstate of ψ̃kl =
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fkl
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Kitaev’s Majorana number
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Kitaev’s Majorana number
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FIG. 2: a) Surface state excitation spectra Ekl for various val-
ues of magnetic flux Φ = ηΦ0. Solid and dashed lines indicate
doubly degenerate and non-degenerate bands, respectively. b)
Kitaev’s Majorana number: M = −1(+1) in shaded (white)
regions. Numerals inside the squares indicate the number of
Fermi points for k > 0. c) A possible shape of SC/magnetic
domain wall. Dashed line shows the exact zero-mode solution
u(z) for this domain wall.

and are described by the Dirac Hamiltonian [18]

h =
1
2
v
�
�∇ · n̂ + n̂ · (π × σ) + (π × σ) · n̂

�
(1)

where v is the Dirac velocity, n̂ a unit vector normal to
the surface and σ = (σ1,σ2,σ3) the vector of Pauli spin
matrices. The magnetic flux is included by replacing the
momentum operator p = −i�∇ with π = p − (e/c)A,
where A = ηΦ0(ẑ× r)/2πr

2 is the vector potential. Φ =
ηΦ0 represents the total magnetic flux through the cylin-
der. For a cylindrical surface with n̂ = (cos ϕ, sinϕ, 0)
the spectrum of Hamiltonian (1) reads [19]

Ekl = ±v�

�

k2 +
(l + 1

2 − η)2

R2
. (2)

Here k labels momentum eigenstates along the cylinder
while l = 0,±1, . . . is the angular momentum.

The spectrum in Eq. (2) is clearly periodic in η which
reflects the expected Φ0-periodicity in the total flux. Our
identification of the suitable ‘spinless’ normal state hinges
on the following observation. For η = 0 all branches of
Ekl are doubly degenerate (Fig. 2a). For η �= 0, however,
the degeneracy is lifted and one can always find a value
of the chemical potential µ that yields a single pair of
non-degenerate Fermi points, as illustrated in Fig. 2a.
Pairing induced by the proximity effect in such a state
is then expected to drive the system into a topological
phase.

One can formalize the above argument by considering
Kitaev’s Majorana number M defined as M = (−1)ν ,
where ν represents the number of Fermi points for k > 1.
In the limit of weak pairing, M = −1 indicates the exis-
tence of unpaired Majorana fermions at the ends of the
wire [12]. Fig. 2b shows M calculated from the spectrum
Eq. (2) as a function of µ and η. We observe, specifically,
that when η = 1/2, i.e for the flux equal to half-integer
multiple of Φ0, Majorana fermions will appear for any
value of the chemical potential (as long as it lies inside
the bulk gap). This result is easily understood by not-
ing that for η = 1/2 the gapless l = 0 branch is non-
degenerate while the remaining branches are all doubly
degenerate. Thus, the number of Fermi points for k > 0
is odd for any value of µ. It is also worth noting that, for
the surface state, η = 1/2 represents a T -invariant point
and the above pattern of degeneracies should therefore
be robust with respect to non-magnetic disorder. Be-
low, we will explicitly demonstrate the existence and the
robustness of the Majorana fermions both analytically
within the low-energy theory based on Hamiltonian (1)
and numerically using a minimal lattice model.

Writing the Hamiltonian (1) in cylindrical coordinates
and with the ansatz for the wavefunction

ψkl(z,ϕ) = e
iϕl

e
−ikz

�
fkl

e
iϕ

gkl

�
(3)

the spinor ψ̃kl = (fkl, gkl)T is an eigenstate of

h̃kl = σ2k + σ3[(l +
1
2
− η)/R + m]. (4)

Here m represents a magnetization along the z-direction,
which could be implemented e.g. by coating a nanorib-
bon with a ferromagnetic film. In Hamiltonian (1) the
relevant term would be m · σ and we include it here for
convenience in the subsequent considerations. We also
take v = � = 1. To illustrate the emergence of Ma-
jorana fermions in the simplest possible setting we now
focus on the η = 1/2 case and consider chemical potential
|µ| < v�/R, i.e. intersecting only the l = 0 branch of the
spectrum Eq. (2). The Hamiltonian for this branch then
becomes hk = (kσ2−µ) +mσ3, where we have explicitly
included the chemical potential term.

With this preparation can construct the Bogoliubov-
de Gennes Hamiltonian describing the proximity-induced
superconducting order in the nanoribbon. In the second-
quantized notation it reads H =

�
k Ψ†

kHkΨk with Ψk =
(fk, gk, f

†
−k, g

†
−k)T and

Hk =
�

hk ∆k

−∆∗
−k −h

∗
−k

�
. (5)

In the following we consider the simplest s-wave pair po-
tential ∆k = ∆0iσ2 with ∆0 a (complex) constant or-
der parameter, which corresponds to the pairing term
∆0(f†

kg
†
−k−g

†
kf

†
−k). Introducing Pauli matrices τα in the

Nambu space we can write, assuming ∆0 real,

Hk = τ3(σ2k − µ + σ3m)− τ2σ2∆0, (6)

Phase diagram for  
M(µ, η)

TI nanoribbon
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FIG. 2: a) Surface state excitation spectra Ekl for various val-
ues of magnetic flux Φ = ηΦ0. Solid and dashed lines indicate
doubly degenerate and non-degenerate bands, respectively. b)
Kitaev’s Majorana number: M = −1(+1) in shaded (white)
regions. Numerals inside the squares indicate the number of
Fermi points for k > 0. c) A possible shape of SC/magnetic
domain wall. Dashed line shows the exact zero-mode solution
u(z) for this domain wall.

and are described by the Dirac Hamiltonian [18]

h =
1
2
v
�
�∇ · n̂ + n̂ · (π × σ) + (π × σ) · n̂

�
(1)

where v is the Dirac velocity, n̂ a unit vector normal to
the surface and σ = (σ1,σ2,σ3) the vector of Pauli spin
matrices. The magnetic flux is included by replacing the
momentum operator p = −i�∇ with π = p − (e/c)A,
where A = ηΦ0(ẑ× r)/2πr

2 is the vector potential. Φ =
ηΦ0 represents the total magnetic flux through the cylin-
der. For a cylindrical surface with n̂ = (cos ϕ, sinϕ, 0)
the spectrum of Hamiltonian (1) reads [19]

Ekl = ±v�

�

k2 +
(l + 1

2 − η)2

R2
. (2)

Here k labels momentum eigenstates along the cylinder
while l = 0,±1, . . . is the angular momentum.

The spectrum in Eq. (2) is clearly periodic in η which
reflects the expected Φ0-periodicity in the total flux. Our
identification of the suitable ‘spinless’ normal state hinges
on the following observation. For η = 0 all branches of
Ekl are doubly degenerate (Fig. 2a). For η �= 0, however,
the degeneracy is lifted and one can always find a value
of the chemical potential µ that yields a single pair of
non-degenerate Fermi points, as illustrated in Fig. 2a.
Pairing induced by the proximity effect in such a state
is then expected to drive the system into a topological
phase.

One can formalize the above argument by considering
Kitaev’s Majorana number M defined as M = (−1)ν ,
where ν represents the number of Fermi points for k > 1.
In the limit of weak pairing, M = −1 indicates the exis-
tence of unpaired Majorana fermions at the ends of the
wire [12]. Fig. 2b shows M calculated from the spectrum
Eq. (2) as a function of µ and η. We observe, specifically,
that when η = 1/2, i.e for the flux equal to half-integer
multiple of Φ0, Majorana fermions will appear for any
value of the chemical potential (as long as it lies inside
the bulk gap). This result is easily understood by not-
ing that for η = 1/2 the gapless l = 0 branch is non-
degenerate while the remaining branches are all doubly
degenerate. Thus, the number of Fermi points for k > 0
is odd for any value of µ. It is also worth noting that, for
the surface state, η = 1/2 represents a T -invariant point
and the above pattern of degeneracies should therefore
be robust with respect to non-magnetic disorder. Be-
low, we will explicitly demonstrate the existence and the
robustness of the Majorana fermions both analytically
within the low-energy theory based on Hamiltonian (1)
and numerically using a minimal lattice model.

Writing the Hamiltonian (1) in cylindrical coordinates
and with the ansatz for the wavefunction

ψkl(z,ϕ) = e
iϕl

e
−ikz

�
fkl

e
iϕ

gkl

�
(3)

the spinor ψ̃kl = (fkl, gkl)T is an eigenstate of

h̃kl = σ2k + σ3[(l +
1
2
− η)/R + m]. (4)

Here m represents a magnetization along the z-direction,
which could be implemented e.g. by coating a nanorib-
bon with a ferromagnetic film. In Hamiltonian (1) the
relevant term would be m · σ and we include it here for
convenience in the subsequent considerations. We also
take v = � = 1. To illustrate the emergence of Ma-
jorana fermions in the simplest possible setting we now
focus on the η = 1/2 case and consider chemical potential
|µ| < v�/R, i.e. intersecting only the l = 0 branch of the
spectrum Eq. (2). The Hamiltonian for this branch then
becomes hk = (kσ2−µ) +mσ3, where we have explicitly
included the chemical potential term.

With this preparation can construct the Bogoliubov-
de Gennes Hamiltonian describing the proximity-induced
superconducting order in the nanoribbon. In the second-
quantized notation it reads H =

�
k Ψ†

kHkΨk with Ψk =
(fk, gk, f

†
−k, g

†
−k)T and

Hk =
�

hk ∆k

−∆∗
−k −h

∗
−k

�
. (5)

In the following we consider the simplest s-wave pair po-
tential ∆k = ∆0iσ2 with ∆0 a (complex) constant or-
der parameter, which corresponds to the pairing term
∆0(f†

kg
†
−k−g

†
kf

†
−k). Introducing Pauli matrices τα in the

Nambu space we can write, assuming ∆0 real,

Hk = τ3(σ2k − µ + σ3m)− τ2σ2∆0, (6)
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Explicit solution for the Majorana 
zero mode

Hk =
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hk ∆k
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�
Bogoliubov-de Gennes 

Hamiltonian
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FIG. 2: a) Surface state excitation spectra Ekl for various val-
ues of magnetic flux Φ = ηΦ0. Solid and dashed lines indicate
doubly degenerate and non-degenerate bands, respectively. b)
Kitaev’s Majorana number: M = −1(+1) in shaded (white)
regions. Numerals inside the squares indicate the number of
Fermi points for k > 0. c) A possible shape of SC/magnetic
domain wall. Dashed line shows the exact zero-mode solution
u(z) for this domain wall.

and are described by the Dirac Hamiltonian [18]

h =
1
2
v
�
�∇ · n̂ + n̂ · (π × σ) + (π × σ) · n̂

�
(1)

where v is the Dirac velocity, n̂ a unit vector normal to
the surface and σ = (σ1,σ2,σ3) the vector of Pauli spin
matrices. The magnetic flux is included by replacing the
momentum operator p = −i�∇ with π = p − (e/c)A,
where A = ηΦ0(ẑ× r)/2πr

2 is the vector potential. Φ =
ηΦ0 represents the total magnetic flux through the cylin-
der. For a cylindrical surface with n̂ = (cos ϕ, sinϕ, 0)
the spectrum of Hamiltonian (1) reads [19]

Ekl = ±v�

�

k2 +
(l + 1

2 − η)2

R2
. (2)

Here k labels momentum eigenstates along the cylinder
while l = 0,±1, . . . is the angular momentum.

The spectrum in Eq. (2) is clearly periodic in η which
reflects the expected Φ0-periodicity in the total flux. Our
identification of the suitable ‘spinless’ normal state hinges
on the following observation. For η = 0 all branches of
Ekl are doubly degenerate (Fig. 2a). For η �= 0, however,
the degeneracy is lifted and one can always find a value
of the chemical potential µ that yields a single pair of
non-degenerate Fermi points, as illustrated in Fig. 2a.
Pairing induced by the proximity effect in such a state
is then expected to drive the system into a topological
phase.

One can formalize the above argument by considering
Kitaev’s Majorana number M defined as M = (−1)ν ,
where ν represents the number of Fermi points for k > 1.
In the limit of weak pairing, M = −1 indicates the exis-
tence of unpaired Majorana fermions at the ends of the
wire [12]. Fig. 2b shows M calculated from the spectrum
Eq. (2) as a function of µ and η. We observe, specifically,
that when η = 1/2, i.e for the flux equal to half-integer
multiple of Φ0, Majorana fermions will appear for any
value of the chemical potential (as long as it lies inside
the bulk gap). This result is easily understood by not-
ing that for η = 1/2 the gapless l = 0 branch is non-
degenerate while the remaining branches are all doubly
degenerate. Thus, the number of Fermi points for k > 0
is odd for any value of µ. It is also worth noting that, for
the surface state, η = 1/2 represents a T -invariant point
and the above pattern of degeneracies should therefore
be robust with respect to non-magnetic disorder. Be-
low, we will explicitly demonstrate the existence and the
robustness of the Majorana fermions both analytically
within the low-energy theory based on Hamiltonian (1)
and numerically using a minimal lattice model.

Writing the Hamiltonian (1) in cylindrical coordinates
and with the ansatz for the wavefunction

ψkl(z,ϕ) = e
iϕl

e
−ikz

�
fkl

e
iϕ

gkl

�
(3)

the spinor ψ̃kl = (fkl, gkl)T is an eigenstate of

h̃kl = σ2k + σ3[(l +
1
2
− η)/R + m]. (4)

Here m represents a magnetization along the z-direction,
which could be implemented e.g. by coating a nanorib-
bon with a ferromagnetic film. In Hamiltonian (1) the
relevant term would be m · σ and we include it here for
convenience in the subsequent considerations. We also
take v = � = 1. To illustrate the emergence of Ma-
jorana fermions in the simplest possible setting we now
focus on the η = 1/2 case and consider chemical potential
|µ| < v�/R, i.e. intersecting only the l = 0 branch of the
spectrum Eq. (2). The Hamiltonian for this branch then
becomes hk = (kσ2−µ) +mσ3, where we have explicitly
included the chemical potential term.

With this preparation can construct the Bogoliubov-
de Gennes Hamiltonian describing the proximity-induced
superconducting order in the nanoribbon. In the second-
quantized notation it reads H =

�
k Ψ†

kHkΨk with Ψk =
(fk, gk, f

†
−k, g

†
−k)T and

Hk =
�

hk ∆k

−∆∗
−k −h

∗
−k

�
. (5)

In the following we consider the simplest s-wave pair po-
tential ∆k = ∆0iσ2 with ∆0 a (complex) constant or-
der parameter, which corresponds to the pairing term
∆0(f†

kg
†
−k−g

†
kf

†
−k). Introducing Pauli matrices τα in the

Nambu space we can write, assuming ∆0 real,

Hk = τ3(σ2k − µ + σ3m)− τ2σ2∆0, (6)

H = τ3[−σ2i∂z + σ3m(z)]− τ2σ2∆(z)

Ψ0(z) =





1
−1
1
−1



 u0 exp
� z

0
dz�[∆(z�)−m(z�)]

Majorana bound state
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Irrelevance of magnetic order

SC
mag

Majorana 1Majorana 2

Majorana fermion existence at the ends of a SC wire is 
independent of local details

Where is the second Majorana?
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Lattice model - numerical results

Exact numerical diagonalization 
for a Bi2Se3 model regularized 
on a simple cubic lattice in a 
wire geometry:
[L. Fu and E. Berg, PRL. 105, 097001 (2010)]

hk = Mkη1 + λη3(σ2 sin kx − σ1 sin ky) + λzη2 sin kz,

Mk = �− 2t
�

α

cos kα

22



Lattice model - numerical results

Exact numerical diagonalization 
for a Bi2Se3 model regularized 
on a simple cubic lattice in a 
wire geometry:
[L. Fu and E. Berg, PRL. 105, 097001 (2010)]

hk = Mkη1 + λη3(σ2 sin kx − σ1 sin ky) + λzη2 sin kz,

Mk = �− 2t
�

α

cos kα

2t < � < 6tFor this model describes strong TI 
in Z2 class (1;000)
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Include magnetic field by Peierls substitution 
and Zeemann coupling

tij → tij exp
�
2πi

Φ0

� j

i
A · dl

�

HZ = −gµBB · σ
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Include magnetic field by Peierls substitution 
and Zeemann coupling

tij → tij exp
�
2πi

Φ0

� j

i
A · dl

�

HZ = −gµBB · σ

Solve by exact numerical 
diagonalization and sparse matrix 

techniques
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20x20 wire, infinite length, 
normal state

η = 1/2
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20x20 wire, infinite length, 
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Superconducting state
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Superconducting state
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For large wire length L we observe 
isolated energy eigenvalue exponetially 

approaching zero.
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... and satisfy the Majorana condition ψ† = ψ
(up to exponentially small corrections in L)

27



0 20 40 60 80
z

0

0.1
|!
(z
)|2
Pa
Pb
Pa+b
Pa"b

Zero-mode eigenfunctions are localized near wire ends

wirewire

Near-zero modes found in numerical calculation provide 
strong evidence for the expected Majorana end states 

... and satisfy the Majorana condition ψ† = ψ
(up to exponentially small corrections in L)
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Effects of disorder

Robustness of SC gap with respect to non-
magnetic disorder: expect on the basis of 
Anderson’s theorem

Robustness of Majorana end states with respect 
to disorder 
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Study on-site disorder described by Hamiltonian

Hdis = H0 +
�

iα

Uic
†
iαciα, Ui ∈ (−U/2, U/2)
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General form of the Majorana number:

M(H) = sgn[Pf(H̃(k = 0))Pf(H̃(k = π))]
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General form of the Majorana number:

M(H) = sgn[Pf(H̃(k = 0))Pf(H̃(k = π))]
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Experimental considerations

The existing Bi2Se3 nanoribbons have 
typical cross section area S ≈ 6× 10−15m2
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Experimental considerations

The existing Bi2Se3 nanoribbons have 
typical cross section area S ≈ 6× 10−15m2
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π/S � 14meV

The field needed to generate half flux 
quantum B = Φ0/2S � 0.34T

δEZ � gπ�2/2meS � 0.6meVThe Zeemann energy scale
is negligible.
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The proposed device, a TI nanoribbon proximity-
coupled to an ordinary superconductor, hosts 
Majorana end states under wide range of conditions.

Relevant energy scales are about order of 
magnitude larger than in Rashba-coupled semicond 
wires and no significant fine-tuning is required

At half flux quantum the bulk SC gap is protected 
by time-reversal symmetry, Majorana modes 
remarkably stable against non-magnetic disorder 

Conclusions B

SC

TI nanoribbon
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